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Abstract
Temporal in-adverbials lead a double life. Under one guise, they specify the durations
of events; under another, they specify the durations of times throughout which certain
events don’t take place. Each variety comes with its own seemingly idiosyncratic dis-
tributional restrictions. The distribution of the first class of expressions is restricted by
the lexical aspect of VPs (Vendler, 1967; Dowty, 1979; Krifka, 1989, i.a.). The distri-
bution of the second class is restricted by the polarity of sentences (Gajewski, 2005,
2007; Hoeksema, 2006; Iatridou & Zeijlstra, 2017, 2021). I argue for a unified seman-
tic analysis of both classes, which derives from one semantic principle their eclectic
distribution: it must be possible for temporal in-adverbials to provide a maximally
informative measure.

Keywords Temporal modification · Negative polarity items · Lexical aspect ·
Telicity · in-adverbials · Perfect

1 Introduction

Among the list of its temporal modifiers, the English language includes the class of
temporal in-adverbials (TIAs). The focus of this article will be on the distribution of
one subclass of TIAs, viz. those whose measure phrase consists of a numeral and a
measure word (e.g., in three days). I exclude from my presentation any discussion of
TIAs whose measure phrases consist of either a definite description (e.g., in the last
three days) or a bare measure word (e.g., in days). However narrow this focus may
seem, it will allow us to dampen much noise and to hone in on an intriguing property
of TIAs: these expressions lead a double life. Under one guise, they tell us about the
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durations of events.1 Under another, they measure timespans devoid of certain events.
The TIA in (1-a) is an example of the first variety: it is most naturally interpreted as
telling us how long it took Mary to write an entire paper. I will refer to TIAs of this
sort as event TIAs (E-TIAs). The contrast in (1) illustrates how the acceptability of
E-TIAs hinges on the lexical properties of the VPs they appear with.

(1) a. Mary wrote up a paper in three days.
b. *Mary was sick in three days.

The sentences in (1) differ in terms of the lexical aspect of their VPs: the VP in (1-a)
is telic but the one in (1-b) is atelic. The distinction is originally Garey’s (1957) and,
although it bears some similarity to the difference between accomplishment terms and
activity terms in Vendler (1957, 1967), it is quite a bit more broad. Telic VPs describe
events that reach some necessary end; atelic VPs describe events that may or may
not reach such an end. Thus an event can only be described by write up a paper if it
ends with a paper being written, whereas the events described by be sick include any
portion of some protracted illness in addition to any bout of illness that ends in (for
example) a full recovery. The telic/atelic distinction has long been understood to be a
determining factor in the distribution of E-TIAs: they are acceptable with telic but not
atelic VPs (Vendler, 1967, Dowty, 1979, Krifka, 1989, i.a.). Yet, as revealed by (2-a),
some TIAs are perfectly fine with atelic VPs.

(2) a. Mary hasn’t been sick in three days.
b. *Mary has been sick in three days.

Here, in three days isn’t an E-TIA: it does not specify the duration of a sickness
event, but instead that of a stretch of time throughout which Mary wasn’t sick. On its
most natural interpretation, (2-a) states that a three-day gap stands between Mary’s
last period of illness and the present moment. I refer to such expressions as gap TIAs
(G-TIAs). As the contrast in (2) makes plain, G-TIAs are negative polarity items
(NPIs).

Semantic explanations have been offered both for why E-TIAs reject atelic pred-
icates (Dowty, 1979, Krifka, 1989; 1998, i.a.) and why G-TIAs are NPIs (Gajewski,
2005, 2007, 2011; Hoeksema, 2006; Iatridou & Zeijlstra, 2017, 2021). Yet, hardly
anything has been said about how the two types of expressions relate. In this article,
I propose a semantic unification of E- and G-TIAs and show that a single princi-
ple accounts for their distributional properties. The theoretical underpinnings of this
principle rest on the notion of maximal informativity (Beck & Rullmann, 1999, Fox &
Hackl, 2006, von Fintel et al., 2014, i.a.): in very rough terms, a TIA is only acceptable
when it can measure with absolute precision.

In the course of this paper, it will become apparent that the perfect is a crucial
element in the E-/G-TIA ambiguity. Some time will be spent motivating amendments
to the semantics of the perfect, which I argue denotes a quantificational expression
restricted to open intervals. This assumption will prove key to deriving the polarity
sensitivity of G-TIAs.

1 I use the term event as a catch-all for things in the extension of a VP, be they events, states, or processes
(cf. eventualities in Bach, 1986).
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Much ground will be covered in the pages to follow. In Sect. 2, I lay down the
formal apparatus upon which I rely throughout the course of the paper. In Sect. 3, I
flesh out the details of my unified analysis of TIAs. In Sect. 4, I show how maximal
informativity can account for the distributions of both E- and G-TIAs. In Sect. 5,
I provide extensive motivation for the claim that the perfect must be a quantifier
restricted to open intervals. In Sect. 6, I compare my analysis to prior accounts of the
polarity sensitivity of G-TIAs. Finally, Sect. 7 concludes.

2 Technical background

2.1 Formal conventions

I assume the existence of a domain of entities De, of truth-values Dt, of events Dv, of
times Di, and of numbers Dn. Each of these comprises the elements that belong to a
basic semantic type. I employ a bivalent semantics where Dt = {�,⊥}; Di includes a
set of time-atoms (i.e., moments); Dn includes the set of real numbers.

I follow Winter’s (2016) notational convention for type construction: for any two
semantic types σ and τ , (στ) is the type of functions from objects of type σ to those of
type τ . For any type σ , we also have the type (sσ) of functions from possible worlds
to objects of type σ . To spare parentheses as much as possible, I assume that type
construction is right-associative. For example, ((s(et))((s(et))t)) can be simplified
to (set)(set)t. The same principle is employed to minimize the number of brackets
in the syntactic representations of natural language sentences, where sisterhood is
right-associative.

When unspecified for type, variables are represented as x, y, z, z1, z2, . . .; variables
of type v are represented as e, e1, e2, . . .; variables of type i as t, t1, t2, . . .; as a
special case, variables of type i assigned tomoments are represented asm, m1, m2, . . .;
variables of type n as n, n1, n2, . . .; variables ranging over worlds are represented as
w,w1, w2, . . .

The interpretation function [[·]]u,s,g is parameterized by a world of evaluation u, a
time of evaluation s, and an assignment function g. For any sentence being interpreted,
s is assigned the time of its utterance. I assume that a sentence’s utterance time is always
momentaneous. Parameters are omitted when inconsequential to the interpretation of
an expression. Semantic composition proceeds according to the familiar rules from
Heim and Kratzer (1998).

2.2 Structures andmaps

The majority of this section is straight out of the seminal work in Krifka (1989,
1998), which lays down the foundations for structure-preserving mappings between
structured individual domains. While I mostly remain faithful to Krifka’s account, I
will be flagging significant points of departure as they arise.

The topics discussed here are presented semi-formally; a more in-depth discussion
of some of them is given in the Appendix. The goal here is to provide the reader with
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an understanding of how structures on the domains of events and times are related
to the strict ordering of the real numbers used in measurement. The tools discussed
here will prove useful for understanding how expressions like in three days can go
about measuring either the durations of events (E-TIAs) or those of simple timespans
(G-TIAs). We will see that, ultimately, the measurement of events is done through the
measurement of times onto which they are mapped.

2.2.1 Part structures on events and times

Like Krifka (1989, 1991, 1998), I assume that both the domain of events Dv and
the domain of times Di are structured by the kinds of lattices first developed in Link
(1983), which have come to be known as part structures.

For a given domain Dσ , a part structure is a kind of partial order induced by a
part-whole relation �σ ; �σ and the sum operation ⊕σ are interdefinable; the proper
part-whole relation �σ is the strict counterpart of �σ ; the overlap relation ⊗σ holds
of any two individuals that share a part in common.

(3) a. x �σ y :↔ x ⊕σ y = y
b. x �σ y :↔ x �σ y ∧ x 	= y
c. x ⊗σ y :↔ ∃z ∈ Dσ : [z �σ x ∧ z �σ y]

Dσ may or may not include atoms (i.e., individuals belonging to Dσ without proper
parts that also do). I leave openwhether or not there are atoms inDv . LikeKrifka (1989,
1991), however, I assume that the members of Di are all composed of time-atoms, i.e.,
moments (but cf. Krifka, 1998).

2.2.2 From events to times and from times to numbers

Events occur at times and those times have durations. What relationship is there
between the parts of an event and the parts of the time at which it takes place, and what
is the relationship between the duration of a time and the durations of its parts? Both
questions can be answered once we have in hand the right structure-preserving maps
from domain to domain. One such map is the runtime (or temporal trace) function τ,
which is a function from events onto their runtimes, i.e., the times at which they take
place. It is a homomorphism that preserves the part structure of events in that of times
(Krifka, 1989): the runtime of a sum of events is always the sum of their runtimes.

(4) ∀e1, e2 τ(e1 ⊕v e2) = τ(e1) ⊕i τ(e2)

A measure function μ is another example of a (possibly partial) structure preserving
map, this one onto the set of real numbers R. To define a measure function for times,
we require a means of comparing their magnitudes. Clearly, the part relation on times
must play a part in this: we want the magnitude of a sum of times to exceed that of
each of the parts being summed. But μ cannot rely on the part-whole relation alone
since we can find times that are incomparable relative to parthood. In Figure 1, for
instance, it is neither the case that x is part of y nor that y is part of x . Our measure
function must therefore rely upon a relation within which all times are comparable (or
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Fig. 1 Example part structure

Fig. 2 Example total preorder

at least all times to which the measure function can be reasonably applied). To this
end, it must refer back to a total preorder �µ that specifies, for all times that stand in
the relation, what their relative magnitudes are (Fig. 2).

We want the preorder to be a continuation of (a possibly restricted portion of) the
part-whole relation: for any pair of times that stand in the �µ relation, it should be the
case that t1 �i t2 implies that t1 �µ t2. Moreover, as already mentioned, we want the
magnitudes of a time’s proper parts to be strictly less than its own. To achieve these
desiderata, we must first assume that μ maps times onto real numbers such that the
structure of the total preorder is preserved in that of the total order that ≤ imposes on
the reals.

(5) ∀t1, t2 ∈ dom(μ) : [t1 �µ t2 ↔ μ(t1) ≤ μ(t2)]
We can already think of a total preorder in terms of a total order between equivalence
classes, where each class groups together times that share the same magnitude (i.e.,
times t1 and t2 such that t1 �µ t2 and t2 �µ t1). The measure function thus maps
the members of each equivalence class to a specific numerical value reflecting their
magnitude (Fig. 3).
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Fig. 3 Example total order

We nowneed tomap our part structure onto our preorder tomake sure themagnitude
of a time grows as we add new parts to it. The first step is to make μ additive: the
measure of a sum of two times is always the same as the sum of their measures. As
Krifka (1989, 1998) points out, however, we must exert caution when handling the
measures of overlapping times. If the measure of a sum of overlapping times t1 and
t2 were the sum of the measures of t1 and t2, we would end up counting their overlap
twice. To avoid this, Krifka restricts his definition of additivity to only non-overlapping
individuals.

(6) ∀t1, t2 ∈ dom(μ) : [¬t1 ⊗i t2 → μ(t1 ⊕i t2) = μ(t1) + μ(t2)]
This doesn’t actually prevent us from measuring the sums of overlapping times. With
the right axiomatization of part structures, we can ensure that a sum of overlapping
times is always describable in terms of non-overlapping times; the measure of any
sum of times can thus always be rendered as the sum of non-overlapping times (see
Appendix).

Together, (5) and (6) make μ an extensive measure function (e.g., Krantz et al.,
1971). As things stand, we don’t yet guarantee that adding parts to a time increases its
magnitude. This is because nothing stops us from assigning negative values to times.
Turning once more to Figure 1, it could be that μ(x) = μ(y) = −1, in which case
μ(x ⊕ y) = −2. This satisfies additivity, but the increase in parts results in a decrease
in measure. We can avoid this by assuming that μ is positive: the measure of a sum of
non-overlapping times is always strictly greater than that of any of its parts.

(7) ∀t1, t2 ∈ dom(μ) : [¬t1 ⊗i t2 → μ(t1) < μ(t1 ⊕i t2)]
I leave to the reader the task of verifying that our desiderata are met. As a final
comment, note that positivity entails that the measure of any of the times that stand in
the preorder relation �µ (i.e., any time for which μ is defined) must be greater than
0. The range of μ is therefore the set of positive real numbers R+.

2.2.3 The domain of temporal measurement

I’ve hinted at the fact that the set of times that stand in the �µ-relation may be more
restricted than those that stand in the �i-relation. I will take a moment here to say
something about what kinds of times it is reasonable for us to be measuring. Although
Krifka (1989) is not explicit on the matter, intuitions are fairly clear: the sorts of times
that it makes any sense to measure are almost exclusively timespans, i.e., intervals
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of time. I say almost because we can also sensibly add up the measures of disjoint
intervals. For example, if yesterday Mary wrote half of a paper in two hours and today
she wrote the other half in three hours, it is appropriate to say that she wrote that paper
in five hours. What we can measure are therefore times comprised of one or more
intervals.

In order to define what intervals are, we will refer to a temporal precedence relation
�i. When restricted to moments, both �i and its strict counterpart ≺i are total orders.
For any pair of moments, one of them must precede the other. Moments are therefore
organized into what can naturally be understood as a timeline. Note that, contrary
to colloquial usage, precedence is here reflexive: a time always precedes itself. The
colloquial usage is captured in terms of strict precedence such that no time ever
strictly precedes itself. Although Krifka does not make this assumption, I will take
the ordering on moments to be dense: between any two moments we always find a
third one. This will play a crucial role in Sect. 4, where it is needed to account for the
polarity sensitivity of G-TIAs.

(8) ∀m1, m2[m1 ≺i m2 → ∃m3[m1 ≺i m3 ≺i m2]]
When extended to the whole of the temporal domain, precedence forms a partial order.
A time t1 precedes t2 iff every moment in t1 precedes every moment in t2; t1 strictly
precedes t2 iff every moment in t1 strictly precedes every moment in t2.

(9) a. t1 �i t2 :↔ ∀m1, m2[m1 �i t1 ∧ m2 �i t2 → m1 �i m2]
b. t1 ≺i t2 :↔ t1 �i t2 ∧ ¬t1 ⊗i t2

The members of the set of time intervals S have two properties that distinguish them
from other times. We will first assume that intervals have a greatest lower bound and a
least upper bound; this very natural assumption isn’t explicitly made in Krifka. These
are the latest moment that precedes every moment in the interval and the earliest
moment that is preceded by every moment in it. When defined, the functions min�i

and max�i pick out these respective bounds.2

(10) a. min�i(t) := the(λm1.m1 �i t ∧ ∀m2[m2 �i t → m2 �i m1])
b. max�i(t) := the(λm1.t �i m1 ∧ ∀m2[t �i m2 → m1 �i m2])

We will call a time’s greatest lower bound its left boundary (LB) and its least upper
bound its right boundary (RB). An interval thus always has both an LB and an RB.

(11) ∀t ∈ S : [[∃m1 min�i(t) = m1] ∧ [∃m2 max�i(t) = m2]]
The second characteristic of intervals is the fact that they are always convex: if two
moments are a part of an interval, any moment between the two also is.

(12) ∀m1, m2, m3 ∀t ∈ S : [m1, m2 �i t ∧ m1 �i m3 �i m2 → m3 �i t]
If intervals are defined as convex times with an LB and RB, this makes moments
(degenerate) intervals: a moment is trivially convex and is always its own greatest

2 The metalanguage expression the(P) is defined only if ∃x[P(x) ∧ ∀y[P(y) → x = y]]. When defined,
it picks out the unique x such that P(x).
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lower bound and least upper bound. Should we then assume that we can measure
moments? We will leave moments outside of the domain of measurement. This will
follow from our assuming that, if we can measure a time, then any shorter duration
measures one of its proper parts.

(13) ∀t1 ∈ dom(μ) ∀n1, n2 ∈ R
+ : [μ(t1) = n1 ∧ n2 < n1 → ∃t2 �i t1 :

μ(t2) = n2]
Since the measure of time is positive, and since there is no smallest positive real
number, it follows that any time that can be measured is made up of shorter times.
Becausemoments have no proper parts, they cannot have parts with a smaller measure.
The domain of our measure function μ is therefore restricted to non-atomic intervals
and their sums, which avoids having to assign arbitrary durations to time-atoms.

As a final assumption, I take μ to be a surjection onto the positive reals: for any
interval t , we can obtain any positive real number as the output of μ by either applying
μ to t , applying it to a part of t , or applying it to an interval which t is a part of.

2.2.4 Closed and open intervals

Our definition of intervals makes them stretches of time that include every moment
between their LB and RB. The attentive reader will have noticed that this leaves open
whether or not an interval’s boundaries are also part of it. The distinction between
closed and open intervals will be central in deriving the polarity sensitivity of G-TIAs
in Sect. 4. A time is closed when it includes both its LB and RB; it is open when it
excludes them both. While a time can in principle include only one of its bounds, we
will restrict our attention to the set of closed times C and the set of open times O. Note
that moments are closed and that an open moment is a contradiction in terms.

(14) a. C := {t | min�i(t) �i t ∧ max�i(t) �i t}
b. O := {t | min�i(t) 	�i t ∧ max�i(t) 	�i t}

Among the closed and open times are the special cases of closed and open intervals.
Being bounded and convex, intervals can always be identified by their endpoints. It is
therefore common to represent intervals as two bracketed moments: the first is its LB,
the second its RB.Whether the interval is closed or open is indicated by the orientation
of the brackets. Brackets face each other for closed intervals, and face away from each
other for open ones.

(15) For any m1, m2, m3 such that m1 �i m2,

a. m3 �i [m1, m2] ↔ m1 �i m3 �i m2

b. m3 �i ]m1, m2[ ↔ m1 ≺i m3 ≺i m2

Whether or not we think the domain of measurement includes open intervals won’t
bear on the analysis to follow. If we think that it does, then we can reasonably equate
the measure of an open interval with that of its closed counterpart.
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Fig. 4 Mapping domains onto
domains

2.2.5 Summing up

We now have a system of structure-preserving maps that take us from Dv to Di, and
from (part of) Di to (part of) Dn. As Figure 4 demonstrates, our system of maps allows
us to measure any event e directly by using the composed function μ ◦ τ, provided
that τ(e) is in our domain of measurement.

For the rest of this paper, runtime functions will always be relativized to a world,
while measure functions will be relativized to a unit of measurement.3 For any world
w, τw returns the runtime of events at world w; for any unit of measurement φ, the
function μφ returns the duration of measurable times in unit φ.

2.3 Tense, aspect, and the perfect

The meanings of the simple past and present perfect simple sentences in (16-a) and
(16-b) appear quite similar. Each conveys that, prior to the moment of its utterance,
an event of Mary writing up a paper occurred.

(16) a. Mary wrote up a paper.
b. Mary has written up a paper.

However, the meanings of their past progressive and present perfect progressive coun-
terparts in (17-a) and (17-b) come apart sharply. While the former only indicates that
Mary was in the process of writing up a paper prior to its moment of utterance, the
latter clearly signifies that Mary is still engaged in this process at the moment of
utterance.

(17) a. Mary was writing up a paper.
b. Mary has been writing up a paper.

English tense, aspect, and its perfect all play an important role in shaping the mean-
ings of these sentences. Since all three ingredients will feature prominently in our
discussion of TIAs, this section reviews what are for us their most important semantic
contributions.

2.3.1 Tense and aspect

The sentence in (16-a) is in the past tense and perfective aspect (not to be confused
with the perfect). I assume its logical form (LF) to be (18). Throughout the paper I

3 Aworld parameter on runtime functions is consistent with a viewwhere the same event occurs at different
times and different worlds. However, the assumption does not commit us to this view. Ultimately, our choice
on the matter will be inconsequential to our discussion of TIAs.
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assume VP-internal subjects (Zagona, 1982, Kitagawa, 1986, Koopman & Sportiche,
1991, i.a.).

(18) past1 pfv [ Mary write up a paper ]
I won’t be providing any of the compositional details for VPs. Here, I simply take the
VP’s extension to be (the characteristic function of) the set of events of Mary writing
up a paper at the world of evaluation u; for any world w, the metalanguage predicate
mwpw characterizes the set of events of Mary writing up a paper (mwp-events) at w.

(19) [[Mary write up a paper]]u := mwpu

The VP is sister to pfv, an operator meant to encode the semantic contributions of the
perfective aspect. This operator plays a dual role. On the one hand, it quantifies over
events in the extension of the VP. On the other, it relates those events to times.

(20) [[pfv]]u := λVvtλt .∃e[V (e) ∧ τu(e) �i t]
In the spirit of Klein (1994) and many others, our operator combines with a set of
events V and returns the set of times that (at the world of evaluation) include (the
runtime of) a V -event (i.e., times which have this runtime as a part). Tense can then
combine with this output. Following Partee (1973), I treat tenses as pronouns: the past
carries a referential index to which g assigns a specific time. Nothing in the paper
hinges on this assumption.

(21) For any j , [[past j ]]s,g is defined only if g( j) ≺i s.
When defined, [[past j ]]s,g := g( j).

The semantic composition of our LF proceeds as in (22).4

(22) [[pfv]]u(mwpu)(g(1))
= [λt .∃e[mwpu(e) ∧ τu(e) �i t]](g(1))
= ∃e[mwpu(e) ∧ τu(e) �i g(1)]

The composition of pfv and theVP results in the set of times that include anmwp-event
(at u). Provided g(1) strictly precedes s, the aspectual phrase (AspP) can combine with
tense. The result is true (i.e., denotes �) iff g(1) includes some mwp-event.

The main difference between (16-a) and its past progressive counterpart in (17-a)
can be understood in terms of grammatical aspect: the former is in the perfective while
the latter is in the imperfective. The LF I assume for (17-a) is thus (23).

(23) past1 impv [ Mary write up a paper ]
It will be sufficient for us to treat the aspectual operator impv as differing from pfv
only in the direction of inclusion: rather than include an event in a time, it includes
that time in the event (Klein, 1994, i.a.).5

4 Given formulas φ and ψ , I write “[λx .φ](y) = ψ" as shorthand for “[λx .φ](y) = � iff ψ".
5 This abstracts away a great deal of complexity surrounding the imperfective, most especially its modal
characteristics. For more details on the English progressive, see Dowty (1979).
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(24) [[impv]]u := λVvtλt .∃e[V (e) ∧ t �i τu(e)]
The LF in (23) is true iff, as stated in (25), g(1) is included in some mwp-event. We
can understand this to mean that, at g(1), Mary was in the process of writing a paper.

(25) [[impv]]u(mwpu)(g(1)) = ∃e[mwpu(e) ∧ g(1) �i τu(e)]

2.3.2 The perfect

We turn now to the present perfect simple counterpart of (16-a) in (16-b). The LF I
assume for this sentence is (26).

(26) pres perf pfv [ Mary write up a paper ]
The perfect is often characterized as either an aspect or a tense, but it fits neither
category particularlywell (see, e.g., Comrie, 1976). It is better thought of as an element
that interacts with both tense and aspect. It is common to think of it as referencing
an interval called either the extended now interval (XN; McCoard, 1978, Heny, 1982,
Richards, 1982, Mittwoch, 1988) or the perfect time span (PTS; Iatridou et al., 2003).
I employ the latter terminology, although I will be qualifying my use of it shortly.

In the simple past, aspect establishes a relation between a set of events and the time
referenced by the past tense. In the perfect, the relation is instead between a set of
events and the PTS; tense is now relegated to the role of fixing the PTS’s RB (Heny,
1982; Mittwoch, 1988; Iatridou et al., 2003). Tense right-bounds the PTS, by which
I mean that its LB is the PTS’s RB. We can define right-bounding in terms of min�i

and max�i .

(27) rb(t1, t2) :↔ max�i(t2) = min�i(t1)

Unlike the authors above, I don’t assume that there is such a thing as the PTS of
a sentence. I instead follow von Fintel and Iatridou (2019) in treating perf as an
existential quantifier over intervals; there is thus not one PTS but a class of PTSs that
can witness an existential statement. When it makes sense to do so, however, I will
allow myself to speak as if there were such a thing as the PTS of a sentence. I defer
my arguments for a quantificational analysis of the perfect until Sect. 5.

(28) [[perf]] := λIitλt1.∃t2 ∈ S[rb(t1, t2) ∧ I (t2)] (To be revised)

The perfect combines with a set of times I and returns the set of times that right-bound
some interval (i.e., some member of S) in I . In (26), this set of times is given by the
AspP. The perfect then combines with the tense, which in (26) is the present. pres is
interpreted relative to the time of evaluation s and simply denotes that time.

(29) [[pres]]s := s

Compositionally, perf thus intermediates tense and aspect. The interpretation of (26)
is given below.
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Fig. 5 Scenario verifying (30)

Fig. 6 Scenario verifying (32)

(30) [[perf]]([[pfv]]u(mwpu))(s)
= [λt1.∃t2 ∈ S[rb(t1, t2) ∧ ∃e[mwpu(e) ∧ τu(e) �i t2]]](s)
= ∃t ∈ S[rb(s, t) ∧ ∃e[mwpu(e) ∧ τu(e) �i t]]

The result of composition is true iff s right-bounds an interval that includes some
mwp-event. Since s is momentaneous, its right-bounding an interval simply makes s
that interval’s RB. A scenario verifying our statement is represented in Figure 5.

The meaning we predict is reasonably close to that of the simple past. However,
some readers may have realized that (30) is true in scenarios where the mwp-event
ends at s (or even when it is coextensive with a PTS). This appears to be incorrect:
the intuition is that (16-b) implies that the mwp-event ended prior to s. For the time
being, we ignore this issue; we return to it in Sect. 5 with a revised semantics for the
perfect.6

For now, let’s note that the general approach we are following finds support in the
perfect’s interaction with other tenses. Take, for example, the past perfect simple
sentence in (31-a) and its LF in (31-b).

(31) a. Mary had written up a paper.
b. past1 perf pfv [ Mary write up a paper ]

Whereas its present perfect counterpart relates Mary’s paper writing to the utterance
time, (31-a) intuitively relates it to a time prior to that. This is what is predicted.

(32) [[perf]]([[pfv]]u(mwpu))(g(1))
= ∃t ∈ S[rb(g(1), t) ∧ ∃e[mwpu(e) ∧ τu(e) �i t]]

The formula in (32) is true iff an interval right-bounded by g(1), which is prior to the
utterance time, includes somemwp-event. This is verified by scenarios such as Figure
6, where for simplicity g(1) is momentaneous.

The reader can verify that this semantics makes sensible predictions for the future
perfect as well. Having looked at the perfect’s interaction with tense, let’s turn to its

6 It won’t do to simply assume that the perfect requires the event to be non-finally included in a PTS, as in
(i) (cf. Heny, 1982).

(i) ∃t ∈ S[rb(s, t) ∧ ∃e[mwpu(e) ∧ τu(e) �i t ∧ max�i (τu(e)) ≺i max�i (t)]]
If this were our solution, then (ii) would now be true in scenarios where an mwp-event ends at s. The
problem is only pushed onto the negative case.

(ii) Mary hasn’t written up a paper.
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Fig. 7 Scenario verifying (34)

interaction with aspect. The LF for the present perfect progressive sentence in (17-b)
is given in (33), where the aspectual operator is impv.

(33) pres perf impv [ Mary write up a paper ]
We first saturate the meaning of the perfect with the AspP headed by the imperfective,
followed by the present.

(34) [[perf]]([[impv]]u(mwpu))(s) = ∃t ∈ S[rb(s, t)∧∃e[mwpu(e)∧ t �i τu(e)]]
We get a statement that is true iff some interval right-bounded by s is included in an
mwp-event. Figure 7 depicts a scenario verifying (34). We can interpret the scenario
as one where Mary is in the process of writing up a paper at s, which gets at the
intuition that (17-b) implies that Mary’s paper writing is ongoing.

2.3.3 Existential and universal perfects

Heny (1982) observes that sentences like (35) can be used to mean either that Mary
was sick for a period of time that falls somewhere between Monday and now or that
her sickness extends throughout that span of time.7 For convenience, I will refer to the
interval ranging from the end of Monday up to the moment of utterance as the PTS of
this sentence.8

(35) Mary has been sick since Monday.

Since the latter interpretation strictly entails the former, we must address a question
typically raised by privative oppositions (i.e., pairs of readings where one strictly
entails the other): are we dealing with a bona fide ambiguity or is the stronger inter-
pretation simply the limiting case of the weaker? Although Heny ultimately settles for
the second option, Mittwoch (1988) uses examples like (36) to argue for the first.

(36) Mary hasn’t been sick since Monday.

If (35) were to unambiguously mean that Mary was sick somewhere in the PTS, its
negation should unambiguously mean thatMary wasn’t sick anywhere in it. This is not
what we observe: (36) can indeed take on this interpretation, but it can also make the

7 An anonymous reviewer describes the two readings as dependent on prosody: (35) has the second reading
when uttered as a close-knit prosodic unit but takes on the first when the stress is on theVP and since Monday
is de-accented.While I agree that this latter prosodic contour facilitates the first interpretation, I disagree that
it is unavailable otherwise. I will have nothing more to say about the interaction of prosody with ambiguities
like those of (35).
8 Since intervals may or may not include their boundaries, there isn’t actually a single interval ranging
from the end of Monday up to the moment of utterance; there are in fact four. For now, we can assume that
the PTS referred to here includes both its LB and RB.
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weaker claim that her sickness did not extend throughout the PTS. This interpretation
would be true, for example, if her sickness began on Tuesday. She concludes that (35)
and its negation are both true ambiguities. She observes that the two senses seem to
correspond to what McCawley (1971, 1981) calls an existential perfect (E-perfect)
and a universal perfect (U-perfect). As the name suggests, (35)’s E-perfect reading is
the one where Mary’s sickness occurs somewhere in the PTS; its U-perfect reading
is the one where she is sick throughout the PTS. (36)’s E-perfect reading is the one
where she isn’t sick anywhere in the PTS; its U-perfect reading is the one where she
is not sick throughout the PTS. We will follow Mittwoch in treating these sentences
as ambiguous.9

I follow von Fintel and Iatridou (2019) in their implementation of (35)’s ambiguity
in terms of grammatical aspect: the E-perfect is the perfect of the perfective while
the U-perfect is the perfect of the imperfective. The roots of this idea can be found in
Iatridou et al. (2003), who first established the connection between E-perfects and the
perfective aspect. Treating (35)’s ambiguity as one of aspect is interesting given the
inability of be sick to take on progressive morphology.

(37) *Mary has been being sick since Monday.

The claim is then that, although it is not marked morphologically, we still find echoes
of the distinction between a present perfect simple and a present perfect progressive
in (35)’s E-/U-perfect ambiguity. The LF for the E-perfect reading is given in (38).

(38) pres perf [ pfvMary be sick ] since Monday

Similar to the VP Mary write up a paper, I treat Mary be sick as denoting the predicate
of events of Mary being sick (mbs-events).

(39) [[Mary be sick]]u := mbsu

The since-adverbial in (38) modifies the AspP. Ultimately, its contribution will be to
have Monday left-bound the PTS; t1 left-bounds t2 iff t2 right-bounds t1.

(40) lb(t1, t2) :↔ rb(t2, t1)

9 Michael White (p.c.) suggests a way of treating (35) as unambiguously E-perfect while deriving (36)’s
ambiguity in terms of the scope of negation. When the negation outscopes since Monday, we get the “E-
perfect" reading; when since Monday outscopes the negation, we get the “U-perfect” reading. I find the
idea of scopal ambiguity a highly plausible mechanism for deriving (36)’s two readings, but it cannot be the
only mechanism. Consider the sentence in (i), where (35) is effectively embedded in a universal quantifier’s
restrictor.

(i) Everyone who has been sick since Monday stayed home.

a. Everyone who was sick at some point between Monday and now stayed home.
b. Everyone who was sick at every point between Monday and now stayed home.

The sentence is ambiguous between a stronger E-perfect reading in (i-a) and a weaker U-perfect reading in
(i-b). If (35) were unambiguously E-perfect, we would not expect a U-perfect interpretation for (i). Indeed,
the reader can verify that adjusting the scope of since Monday relative to the universal quantifier will never
derive (i-b) as the sentence’s reading.
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Fig. 8 Scenario verifying (42)

Fig. 9 Scenario verifying (44)

Assuming that in the metalanguage mday corresponds to whatever the most recent
Monday is, we can have the adverbial denote the set of times left-bounded bymday.

(41) [[since Monday]] := λt .lb(mday, t)

In the course of semantic composition, we first have the AspP and the adverbial
combine via (generalized) predicate modification. The perfect then combines with the
resulting predicate of times and afterwards with tense.

(42) [[perf]]([[[ pfvMary be sick ] since Monday]]u)(s)
= [[perf]](λt .lb(mday, t) ∧ ∃e[mbsu(e) ∧ τu(e) �i t])(s)
= ∃t ∈ S[rb(s, t) ∧ lb(mday, t) ∧ ∃e[mbsu(e) ∧ τu(e) �i t]]

The formula in (42) is true iff there exists an interval that is left-bounded by mday,
right-bounded by s, and which includes an mbs-event. This is verified by scenarios
like Figure 8, which captures well the essence of (35)’s E-perfect reading.

TheU-perfect interpretation for (35) has theLF in (43). The only difference between
this LF and the one in (38) is in the choice of aspectual operator.

(43) pres perf [ impvMary be sick ] since Monday

The compositional steps we had in the case of the perfective are the same we have
here.

(44) [[perf]]([[[ impvMary be sick ] since Monday]]u)(s)
= [[perf]](λt .lb(mday, t) ∧ ∃e[mbsu(e) ∧ t �i τu(e)])(s)
= ∃t ∈ S[rb(s, t) ∧ lb(mday, t) ∧ ∃e[mbsu(e) ∧ t �i τu(e)]]

The statement in (44) is true iff some interval is left-bounded bymday, right-bounded
by s, and is included in anmbs-event. This is verified by Figure 9, where we see that
Mary is sick throughout the PTS. This gets nicely at the meaning of the U-perfect.

3 A unified analysis of TIAs

3.1 Desiderata

Before we develop a unified semantics for E- and G-TIAs, we must have accurate
descriptions of their meanings. In Sect. 1, the sentences in (1) were used to exemplify
some of the constraints on the distribution of E-TIAs. I defer to Sect. 4 any explanation
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of the role played by lexical aspect in determining whether or not we accept E-TIAs.
For the time being, we will focus on (1-a)’s meaning.

(1) a. Mary wrote up a paper in three days.
b. *Mary was sick in three days.

We might expect the sentence to mean something along the following lines: there
exists a three-day mwp-event whose runtime is included in some salient past time.
This is too strong. It has been recognized since at least Dowty (1979) that (1-a)’s
literal meaning is best understood as stating that the event lasted three days or less.
As evidence for this, consider following up (1-a) with either of the sentences in (45).

(45) a. What’s more, she wrote it up in two days!
b. #What’s more, she wrote it up in four days!

If (1-a) were to mean that it took exactly three days for Mary to write up her paper,
it would be inconsistent with either (45-a) or (45-b). This is not what we observe.
The follow-up in (45-a) adds consistent information to the initial utterance, which is
precisely what we expect if (1-a) means that it took three days or less for Mary to do
her writing; writing a paper in two days or less strictly entails doing so in three days
or less. This weaker meaning also explains the oddness of the follow up in (45-b):
since writing a paper in three days or less entails doing so in four days or less, (45-b)
is redundant.

Although we normally infer from (1-a) that Mary’s paper writing lasted three days,
the defeasibility of the inference suggests that it is a scalar implicature (Krifka, 1989,
1998). This is further supported by the fact that the inference disappears when we
embed (1-a) in an entailment-reversing environment, another hallmark of scalar impli-
catures.

(46) Every postdoc who wrote up a paper in three days earned additional funding.

What (46) states is not just that every postdoc who took a full three days to write a
paper got more funding. On its most natural interpretation, the sentence entails that the
postdocs who wrote their papers in less than three days also did. This is only expected
if in three days is interpreted as in three days or less.

To be sure, (46) can take on a weaker reading where all that it asserts is that
the postdocs who wrote papers in exactly three days got more funding. This, however,
doesn’t weaken our point. It is awell-known fact that scalar implicatures can be derived
local to the scope of downward monotone functions (Horn, 1985, 1989; Levinson,
2000; Chierchia et al., 2012). The weaker reading should be understood as one where
the meaning of the quantifier’s restrictor has been enriched by a local implicature.
With the tools presented in Sect. 2, we can state the basic meaning of (1-a) as (47),
where g(1) is our salient past time and d is the unit for days.

(47) ∃e[mwpu(e) ∧ (μd ◦ τu)(e) ≤ 3 ∧ τu(e) �i g(1)]
We now turn to G-TIAs, whose distributional constraints we exemplified using the
sentences in (2). Once again, these constraints will not be our focus until Sect. 4.
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(2) a. Mary hasn’t been sick in three days.
b. *Mary has been sick in three days.

There is, however, another constraint on their distribution which will be of interest to
us here. Notice from (48) that G-TIAs are unacceptable without the perfect.

(48) *Mary wasn’t sick in three days.

This makes sense if we follow Iatridou and Zeijlstra (2017, 2021) in assuming that
the role of a G-TIA is to fix a PTS’s LB, a role which it cannot fulfill in a sentence that
lacks the perfect. We can state (2-a)’s meaning as follows: there are no mbs-events
included in a PTS that is right-bounded by s and whose LB is the moment three days
prior to s. In order to facilitate discussing G-TIAs, it will be convenient for us to
formalize a way of picking out PTSs of this sort. To this end, let us define the function
max�i , which, when defined, picks out from a set of times I the I -time that has every
I -time as a part.

(49) max�i(Iit) := the(λt1.I (t1) ∧ ∀t2[I (t2) → t2 �i t1])
The function pts can then be defined in terms of max�i . For a number n, a unit
of measurement φ, and a time t , it returns the maximal interval that is both right-
bounded by t and included in a time whose measure in unit φ is n. This may seem like
a roundabout way of defining an interval whose RB is t and whose LB is n φ’s prior
to t , but this particular formulation will prove handy for establishing certain semantic
equivalences in Sect. 3.3.

(50) pts(n, φ, t1) := max�i(λt2.t2 ∈ S∧ ∃t3[μφ(t3) = n ∧ rb(t1, t2) ∧ t2 �i t3])
Whatpts(3,d, s) returns is the interval consisting of everymoment ordered inclusively
between s and the moment three days prior to s. Notice that, on the definition in (50),
this is a closed interval; both s and the moment three days prior to it are part of
pts(3,d, s). We can now state the meaning of (2-a) as follows: there are no mbs-
events included in pts(3,d, s).

(51) ¬∃e[mbsu(e) ∧ τu(e) �i pts(3,d, s)]
While it is natural to interpret (2-a) as conveying that Mary used to be sick and that
her sickness ended three days ago, this appears to be a scalar implicature. This is
evidenced by the fact that both of the sentences in (52) can be used to follow up (2-a)
(cf. Iatridou & Zeijlstra, 2017; 2021).

(52) a. What’s more, she hasn’t been sick in four days!
b. What’s more, she has never been sick in her life!

The consistency of (2-a) with (52-a) demonstrates that the former does not entail that
Mary was sick three days ago; its consistency with (52-b) shows that (2-a) doesn’t
even entail that she was ever sick. (51), likewise, entails neither of these.

Before moving on, I want to address a possible worry concerning the statement
of (2-a)’s meaning in (51): since we aren’t assuming that there is such a thing as the
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PTS of a sentence, how can (51) be consistent with our conception of the perfect? As
we will soon see, our choice of a quantification analysis makes no difference; we can
derive (51) while still treating the perfect as an existential quantifier.

3.2 The syntax of TIAs

E-TIAs are acceptable with telic VPs but not atelic VPs; G-TIAs are acceptable in
negative sentences in the perfect but not in their positive counterparts. Unsurprisingly,
negative sentences in the perfect in which the VP is telic, such as (53), are ambiguous
between an E- and a G-TIA interpretation.

(53) Mary hasn’t written up a paper in three days.

On its E-TIA reading, the sentence means that there are no three-day mwp-events in
any PTS right-bounded by s. On its G-TIA reading, it means that there are no mwp-
events in pts(3,d, s). What kind of ambiguity are we dealing with here? To better
answer the question, we can draw a comparison between (53)’s ambiguity and that of
(54), which also admits two readings.

(54) Mary has been sick for three days.

On the first reading, the sentence means that a three-day mbs-event is included in
a PTS right-bounded by s. On the second, it asserts that Mary was sick throughout
pts(3,d, s). (54) is another example of a privative opposition as the second reading
entails the first. How canwe be sure that (54)’s second reading isn’t simply the limiting
case of the first? A classic argument for this being a true ambiguity comes fromDowty
(1979), who presents examples like (55) as evidence of this.

(55) For three days, Mary has been sick.

When we front the for-adverbial, only the second reading survives. The argument
demonstrates that the second reading can be independently derived in some config-
urations, but it is only convincing insofar as we are committing ourselves to a view
where (55)’s meaning must be available to (54). If we allow adverbial fronting to
unlock otherwise unavailable readings, the argument loses its bite. I propose instead
what I take to be a better argument: we can demonstrate (54)’s ambiguity if we embed
it in an entailment reversing environment. This is an obvious extension of Mittwoch’s
(1988) argument for a genuine E-/U-perfect ambiguity.

(56) Everyone who has been sick for three days must stay home.

In (56), we’ve effectively embedded (54) in the restrictor of a universal quantifier. If
(54) only had the first reading, (56) should unambiguouslymean that all the peoplewho
were sick for three days within any PTS right-bounded by s must stay home. However,
the sentence clearly has the weaker reading that is consistent with only those whowere
sick throughout the last three days having to stay home. This is expected only if the
second reading is available for (54).
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The ambiguity in (54) can be understood in terms of what is being modified by the
for-adverbial (Vlach, 1993, Iatridou et al., 2003, i.a.). When it measures an event, it
modifies the VP; this is the position of an event-level adverbial. When it measures a
PTS, it modifies the whole of the AspP; this is where von Fintel and Iatridou (2019)
place perfect-level adverbials. The schemata in (57) illustrate the relative positions of
event- and perfect-level adverbials.10

(57) a. tense (perf) asp [ vp adv ]
b. tense ∗(perf) [ asp vp ] adv

Following Iatridou and Zeijlstra (2017, 2021), I suggest that the E-/G-TIA distinction
should also be understood in terms of the event-/perfect-level adverbial distinction.
First, observe the parallel between (55) and (58).

(58) In three days, Mary hasn’t written up a paper.

Just like the event-level reading of (54) disappears when we front the for-adverbial,
(53)’s E-TIA reading disappears when we front the TIA.11 We can uncover additional
parallels between syntactic manipulations of (53) and (54). Following a suggestion by
Filipe Hisao Kobayashi (p.c.), we can use VP-fronting to isolate both the event-level
reading of a for-adverbial and the E-TIA reading of a TIA.

(59) a. Mary hasn’t done much lately, but be sick for three days she has.
b. Mary’s done much lately, but write up a paper in three days she hasn’t.

By fronting a VP with a for-adverbial, we force an event-level reading; by fronting a
VP with a TIA, we force an E-TIA reading. This is quite natural on the assumption
that event-level adverbials, among which E-TIAs should be counted, modify VPs.

The effects of syntactic manipulations on what readings are available for for-
adverbials and TIAs argue in favor of a structural ambiguity in both cases. To add
support for this view in the case of TIAs, I present a new observation that comes from
stacking them.

(60) a. Mary hasn’t written up a paper in three days in two weeks.
b. #Mary hasn’t written up a paper in two weeks in three days.

In (60-a), in three days is closer to the VP than in two weeks. We see that proximity
to the VP correlates with interpretation: the adverbial closest to the VP can only be
interpreted as an E-TIA, whereas the one furthest away from it must be a G-TIA.
The rigidity of this correspondence is evidenced by the oddness of (60-b), which is
analytical: it asserts that within the PTS coextensive with the last three days, there

10 Interestingly, event-level for-adverbials force an E-perfect reading, while perfect-level ones force a
U-perfect reading (e.g., Dowty, 1979, Mittwoch, 1988).
11 We shouldn’t conclude that sentence-initial for- and in-adverbials are always perfect-level. The adverbial
in (i) is clearly event-level, which is unsurprising given the absence of the perfect.

(i) For three days, Mary was sick.

The correct conclusion to draw is that, when an adverbial is ambiguous between an event- and perfect-level
reading in its base position, only the latter reading survives fronting (cf. Iatridou et al., 2003).
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are no two-week mwp-events. The syntactic positions of event- and perfect-level
adverbials are here reflected quite naturally in their linear proximity to the VP.

3.3 The semantics of TIAs

I’ve argued that E-TIAs are event-level adverbials while G-TIAs are perfect-level
adverbials. The schemata in (61) reflect this: E-TIAs modify VPs and G-TIAs AspPs.

(61) a. asp [ vp e- tia ]
b. [ asp vp ] g- tia

This leads to a compositional challenge: the semantic type of VPs differs from that of
AspPs. The former are of type vt, the latter of type it. How can TIAs compose with
both? The simplest solution to the problem is to have in instantiate a relation that is
underspecified as to the type of its relata.

(62) [[in]] := λMσ iλtλxσ .M(x) �i t

My treatment of E-TIAs is in the spirit of Dowty’s (1979). Roughly put, in establishes
an inclusion relation between two times. In more precise terms, we can think of in
as denoting a three-way relation between a mapping onto times M , a time t , and an
individual x : the relation holds iff M(x) is temporally included in t (cf. Map functions
in Champollion, 2017).

As is always the case, the easiest way to understand our definition of in is with an
example. The LF I assume for (63-a) is (63-b). In contrast to Dowty, I don’t assume
that TIAs combine directly with their measure phrases. Instead, I assume that the
measure phrase is extracted from the adverbial.

(63) a. Mary wrote up a paper in three days.
b. [ three days ] 2 past1 pfv [ Mary write up a paper ] [ in rt ] t2

When a TIA modifies a VP, it must be able to semantically combine with a predicate
of events. This is where our choice of mapping comes in. In the case of E-TIAs,
this mapping is done through the runtime function, which the covert expression rt
denotes.

(64) [[rt]]u := τu

After it is fed both the runtime function and the time assigned to the index of the
measure phrase’s trace, the TIA denotes the predicate of events in (65).

(65) [[in]](τu)(g(2)) = λe.τu(e) �i g(2)

This then combines with Mary write up a paper through predicate modification.

(66) [[[ Mary write up a paper ] [ in rt ] t2]]u,g = λe.mwpu(e) ∧ τu(e) �i g(2)
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I treat the measure word days as a parameterized quantifier, in a sense close the one
used in Hackl (2001). After it combines with a number n, it denotes the existential
generalized quantifier restricted to n-day times.

(67) a. [[three]] := 3
b. [[days]] := λnλIit.∃t[μd(t) = n ∧ I (t)]
c. [[three days]] = λIit.∃t[μd(t) = 3 ∧ I (t)]

When we put all of our ingredients together, we finally arrive at the meaning in (68).

(68) [[[ three days ] 2 past1 pfv [ Mary write up a paper ] [ in rt ] t2]]u,s,g

= [[three days]](λt .[[pfv]]u(λe.mwpu(e) ∧ τu(e) �i t)(g(1)))
= [[three days]](λt .∃e[mwpu(e) ∧ τu(e) �i t ∧ τu(e) �i g(1)])
= ∃t[μd(t) = 3 ∧ ∃e[mwpu(e) ∧ τu(e) �i t ∧ τu(e) �i g(1)]]

This states that anmwp-event is both included in a three-day time and in g(1), where
g(1) is presupposed to strictly precede s. To say that an event is included in a three-
day time is to place an upper limit on its duration: it boils down to saying that the
event lasted three days or less. As long as we discount the possibility of there being
momentaneousmwp-events, (68) is equivalent to (47), i.e., what we argued to be the
meaning of (63-a).12

(47) ∃e[mwpu(e) ∧ (μd ◦ τu)(e) ≤ 3 ∧ τu(e) �i g(1)]
Let’s now turn to the sentence in (69-a), for which I assume the LF in (69-b). This
is the LF for the sentence’s E-perfect interpretation. The sentence could in principle
also have a U-perfect interpretation, but I leave all discussion of this interpretation to
Sect. 5.

(69) a. Mary hasn’t been sick in three days.
b. not [ three days ] 1 pres perf [ pfvMary be sick ] [ in id ] t1

Since AspPs are predicates of times, a G-TIA requires a mapping from times onto
times. There is really no harm in assuming a trivial mapping: I take in’s map argument
to be the identity function, denoted by the covert element id.

(70) [[id]] := id

The meaning we get for the TIA is the predicate of times that are included in g(1).

(71) [[in]](id)(g(1)) = λt .t �i g(1)

It is now with the AspP that the TIA combines through predicate modification.

(72) [[[ pfvMary be sick ] [ in id ] t1]]u,g = λt .∃e[mbsu(e) ∧ τu(e) �i t �i g(1)]

12 The equivalence is lost if we allow for momentarymwp-events because measure functions are undefined
for time atoms. While (68) could be true given a momentaneous event as the witness for the existential, (47)
would be undefined. It strikes me as perfectly reasonable to assume that mwp-events are never momenta-
neous.
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In (72), we encounter temporal Russian dolls: we have the predicate of times that
include anmbs-event and which are themselves included in g(1). We can now easily
combine our ingredients to arrive at the meaning of (69-b). Before we do so, however,
let’s derive themeaning of just the portion of the LF that is in the scope of the negation.

(73) [[[ three days ] 1 pres perf [ pfvMary be sick ] [ in id ] t1]]u,s

= [[three days]](λt1.[[perf]](λt2.∃e[mbsu(e) ∧ τu(e) �i t2 �i t1])(s))
= [[three days]](λt1.∃t2 ∈ S[rb(s, t2) ∧ ∃e[mbsu(e) ∧ τu(e) �i t2 �i t1]])
= ∃t1[μd(t1) = 3 ∧ ∃t2 ∈ S[rb(s, t2) ∧ ∃e[mbsu(e) ∧ τu(e) �i t2 �i t1]]]

Our meaning is stated in terms of a long and complicated formula. What we have is
the statement that there exists an mbs-event e, that its runtime τu(e) is included in
an interval t2 that is right-bounded by s, and that t2 is included in a three-day time
t1. We can substitute for this complicated statement the equivalent yet much simpler
formula in (74). This states that an mbs-event is included in the interval pts(3,d, s).
The equivalence of both formulas is easily demonstrated.

(74) ∃e[mbsu(e) ∧ τu(e) �i pts(3,d, s)]
We can first sketch a proof that (73) entails (74). Let e be an mbs-event, let t2 be an
interval that is right-bounded by s and that includes τu(e), and let t1 be a three-day
time that includes t2. Since, by definition, pts(3,d, s) includes every interval that
is both right-bounded by s and included in a three day time, it includes t2. By the
transitivity of the part-whole relation, it follows that τu(e) is included in pts(3,d, s).

Let’s now sketch a proof that (74) entails (73). Let e be anmbs-event such that τu(e)
is included in pts(3,d, s). Again by definition, we know that pts(3,d, s) is largest
interval that is right-bounded by s and included in a three-day time. Thus, pts(3,d, s)
is an interval t2 that is right-bounded by s, that is included in a three-day long time t1

(i.e., itself), and that includes τu(e).
At this point, it is easy to see that the meaning we derive for (69-b) is the negation

of (74) in (51). This is, once again, precisely the meaning we argued for.

(51) ¬∃e[mbsu(e) ∧ τu(e) �i pts(3,d, s)]
Before moving on, I want to make two final comments. Firstly, (69-a) is predicted to
have a possible LF where negation scopes below three days. The meaning for this LF,
however, is trivial: it asserts the existence of a three-day time in which we don’t have
a time right-bounded by the moment of utterance in which Mary was sick. This is no
doubt true of most three-day times, and should be ruled out as a possible reading due
to its general uninformativity. Secondly, when discussing a sentence like (69-a), I will
from hereon refer to pts(3,d, s) as the PTS of that sentence.
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4 A unified constraint on the distribution of TIAs

4.1 Maximal informativity and E-TIAs

4.1.1 Maximal informativity and the subinterval property

To my knowledge, Krifka (1989, 1998) is the first to propose that maximal informa-
tivity (Beck & Rullmann, 1999, Fox & Hackl, 2006, von Fintel et al., 2014, i.a.) is
central to determining whether or not E-TIAs are acceptable. My presentation of the
matter departs significantly from his and I’m unclear about how much of it he would
actually sign off on. Nevertheless, I think that the majority of it remains true to the
spirit, if not the letter, of his proposal. Let me begin by defining what it means for
something to be maximally informative in a property.

(75) For any Pσ st and w,
max�(w, P) := the(λx .P(x)(w) ∧ ∀y[P(y)(w) → [P(x) � P(y)]])

At a given world, x is maximally informative in P iff (a) P holds of x and (b) if P
holds of anything else, this follows from the fact that it holds of x . As we are about
to see, E-TIAs are unacceptable when the measure they provide cannot be maximally
informative. Tomake the point, let’s take a look at properties that are defined according
to the schema in (76).

(76) λnλw.∃t[μ(t) = n ∧ ∃e[P(e)(w) ∧ τw(e) �i t]]
Given a measure function μ and a property of events P , our schema derives properties
that characterize a set of number-world pairs 〈n, w〉 such that, at w, μ returns n as the
duration of some time that includes a P-event. Properties that satisfy the schema can
be derived using the LFs of sentences containing E-TIAs. As we’ll soon see, whether
or not a maximally informative number is defined in these properties depends on our
choice of P . Let’s first look at (63-a) again, where an E-TIA is acceptable, and its LF
in (63-b).

(63) a. Mary wrote up a paper in three days.
b. [ three days ] 2 past1 pfv [ Mary write up a paper ] [ in rt ] t2

In order to derive fromour LF the sort of propertywewant, we can substitute a pronoun
for three and abstract over both its index and the world of evaluation.

(77) λnλw.[[[ pro3 days ] 2 past1 pfv [ Mary write up a paper ]
[ in rt ] t2]]w,s,g[3 �→n]
= λnλw.∃t[μd(t) = n ∧ ∃e[mwpw(e) ∧ τw(e) �i g(1) ∧ τw(e) �i t]]

In (77), the property of events that corresponds to our P in (76) is the property of
mwp-events that are included in g(1).

(78) λeλw.mwpw(e) ∧ τw(e) �i g(1)
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Fig. 10 Output of (77) true at u

When we look at a property of events like (78), we intuitively think that it’s possible
for exactly one mwp-event to be included in g(1). Part of this has to do with the
fact that we conceive ofmwp-events as always starting with Mary initiating a writing
process and culminating in a paper having been written: no proper part of this process
is itself an mwp-event.13

We, moreover, think that worlds differ in terms of this event’s duration. At one world,
it lasts exactly one day; at another exactly two days; at another exactly three days; etc.
Because the duration of these mwp-events varies across worlds, it is informative to
talk about the durations of times that include events of this type. At the first world,
times of one or more days include anmwp-event in g(1); at the second, only times of
two or more days do; at the third, only times of three or more days do; etc.

Now suppose that, at our world of evaluation u, there is exactly onemwp-event in
g(1) and it lasts exactly three days. Is there a maximally informative number in (77)?
Figure 10 highlights, for every numerical input, which of the property’s outputs are
true at u.

For every n ≥ 3, it is true at u that an n-day time includes anmwp-event; for every
n < 3 this is false. Observe that the outputs of (78) are totally ordered by entailment:
propositions derived from smaller values strictly entail those derived fromgreater ones.
Thismakes (77) upward scalar (Beck&Rullmann, 1999). Themaximally informative
number in (77) is thus the smallest value that returns a true proposition, i.e., 3.

Let’s now compare (63-a) with the sentence in (79-a), where the E-TIA is unac-
ceptable. The only difference between the two LFs is in the choice of VP.14

(79) a. *Mary was sick in three days.
b. [ three days ] 2 past1 pfv [ Mary be sick ] [ in rt ] t2

13 This makes the property of mwp-events quantized in the sense of Krifka (1989, 1991, 1998).

(i) A property Pvst is quantized, QUA(P), iff
∀e1, e2 ∀w[P(e1)(w) ∧ P(e2)(w) ∧ e1 �v e2 → e1 = e2]

14 Our choice of aspectual operator in (79-b) turns out to be inconsequential to the licensing of TIAs.
The reader who finds the imperfective more appropriate and wishes to see how it interacts with E-TIAs is
directed to fn. 18.
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Through the same process we applied to (63-a), we derive from (79-b) the property in
(80).

(80) λnλw.∃t[μd(t) = n ∧ ∃e[mbsw(e) ∧ τw(e) �i g(1) ∧ τw(e) �i t]]
The property of events corresponding to our P in (76) is that ofmbs-events included
in g(1).

(81) λeλw.mbsw(e) ∧ τw(e) �i g(1)

What is different between this property of events and the one in (78)? When Mary
undergoes a period of sickness, we think that she is sick throughout that period; she
is sick at any point in it. (81) has the subinterval property (Dowty, 1979; Bennett &
Partee, 2004), which I render as (82) in the framework of event semantics.15

(82) A property Pvst has the subinterval property, SUB(P), iff
∀e1 ∀t ∀w[P(e1)(w) ∧ t �i τw(e1) → ∃e2[P(e2)(w) ∧ t = τw(e2)]]

The subinterval property makes the durations of atomic mbs-events invariant across
worlds: all such events are momentaneous. This generates semantic entailments that
we don’t see in the previous case. For any n, it obviously follows from there being
an mbs-event included in an n-day time that there exists an mbs-event. What is less
obvious is that the converse also holds. If there exists anmbs-event, then there exists
a momentaneous mbs-event; if there exists a momentaneous mbs-event, then it is
included in an n-day time. What this means is that it’s redundant to say that an mbs-
event is included in a time of any duration: for any n, an n-day time includes an
mbs-event iff there exists anmbs-event. The property in (80) turns out to be equivalent
to the constant function in (83).

(83) λnλw.∃e[mbsw(e) ∧ τw(e) �i g(1)]
Suppose that, at u, there is anmbs-event included in g(1). No matter the input we feed
into (80), we get a true proposition. In fact, we always get the same true proposition:
each of the outputs in Figure 11 just consists of the worlds at which there was an
mbs-event included in g(1).

The property in (80) is both upward scalar and downward scalar (Beck&Rullmann,
1999): the outputs of greater values entail those of smaller values. Unlike in (77), there
can never be a maximally informative number in (80); any number returns for (80) a
proposition that is as informative as what any other number returns. The interaction
of the subinterval property with E-TIAs results in information collapse: the TIAs
contribute no information!

As mentioned earlier, Krifka is the first to tie the licensing of TIAs to whether it’s
possible for the numerals in their measure phrases to be maximally informative.16 I
say possible here because we’ve already seen that this number need not actually be

15 The subinterval property is probably overly conservative: any part of an mbs-event e’s runtime is the
runtime of an mbs-event that is also part of e. However, the weaker subinterval property suffices for our
purposes.
16 Krifka’s (1989) discussion is somewhat more involved. It appeals to both a principle of informativity
as well as a principle of brevity, which serves to exclude redundant material. Since maximal informativity
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Fig. 11 Outputs of (80) true at u

maximally informative. Although we normally infer from (63-a) that it took Mary no
less than three days to write up her paper (i.e., that 3 is maximally informative in (77)),
this is a cancelable scalar implicature.

Perhaps it seems odd for the availability of an optional inference to be necessary
for E-TIAs to be acceptable. Nevertheless, if not through its appeal to common sense,
the idea that pathological implicatures lead to unacceptability finds support in its
successful applications. One striking example of this is in how it can account for the
polarity sensitivity of many NPIs, (e.g., Krifka 1995 and Chierchia 2006, 2013). Since
ours is unified treatment of TIAs, which exhibit polarity sensitivity as perfect-level
adverbials, there is a great deal of appeal in extending this idea to our cases.

4.1.2 Minimal parts

We just saw how the subinterval property makes it impossible for E-TIAs to provide
a maximally informative measure. However, the subinterval property is not necessary
for this. Let me illustrate this fact by considering the sentence in (84).

(84) *The dancers waltzed in one hour.

Although in one hour is unacceptable here, we may resist the idea that the property
of events of the dancers waltzing has the subinterval property. Indeed, we might think
that moments are too short to be the runtimes of anything we would call waltzing; a
waltz may need to be conceptualized as comprising a minimum of three steps. This is
the minimal parts problem for atelic VPs (Taylor, 1977, Dowty, 1979, i.a.).

For Krifka (1989, 1998), what is crucial to the unacceptability of E-TIAs with
atelic predicates is not the subinterval property but instead a general conversational
constraint on the use of cumulative reference. He assumes that atelic VPs are (strictly)
cumulative: the sum of two waltzing events is also a waltzing event.

(85) A property Pvst is cumulative, CUM(P), iff
∀w[[[∃e1P(e1)(w)] → ∃e1, e2[P(e1)(w) ∧ P(e2)(w) ∧ e1 	= e2]]
∧ ∀e1, e2[P(e1)(w) ∧ P(e2)(w) → P(e1 ⊕v e2)(w)]]

subsumes redundancy insofar as uninformative material cannot be maximally informative, I only appeal to
the first kind of principle.
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Fig. 12 Output of (87) true at u

The claim is that, in normal conversation, we simply avoid reference to the atomic
elements in a cumulative property. This holds not just for atelic VP, but for mass nouns
and bare plurals. However, as Krifka points out, not only is it possible to coerce atelic
predicates into referencing atoms, but doing so allows them to tolerate E-TIAs.

(86) The dancers waltzed in 3 seconds.

If we imagine a strange competition where the goal is for contestants to dance the
shortest waltz, here imagined as a succession of three steps, (86) is quite alright. He
concludes that (84)’s unacceptability stems from the fact that one hour is too long to be
maximally informative: to be maximally informative given a property P , the measure
provided by a TIA must correspond to the duration of a P-atom.

Pace Krifka, it isn’t sufficient for an E-TIA to provide the measure of a P-atom for
that measure to be maximally informative. Even when it corresponds to the duration
of a P-atom, this measure will remain uninformative unless the durations of P-atoms
can vary. Suppose that, at all worlds, waltzing events are always comprised of 3-
second waltzing atoms; nothing shorter can be considered a waltz.17 Now consider
the property in (87) where c is the unit for seconds and, for any w, tdww is the set of
events of the dancers waltzing at w.

(87) λnλw.∃t[μc(t) = n ∧ ∃e[tdww(e) ∧ τw(e) �i g(1) ∧ τw(e) �i t]]
Suppose that at u, there exists at least one tdw-event included in g(1). Figure 12
highlights the outputs of (87) true at u and their logical relations to one another.

For any n < 3, the output of n cannot be maximally informative since it contradicts
the assumption that tdw-atoms all last three seconds. All other outputs turn out to be
equivalent. If there exists a tdw-event at all, then part of it is a three-second tdw-atom;
for any n ≥ 3, that atom is a tdw-event included in an n-second time. It follows that
the proposition outputted by each n ≥ 3 is always just the set of worlds where the
dancers waltzed in g(1). We have a partial information collapse here: the E-TIA is
either redundant or contradictory.18 As such, no number could possibly be maximally

17 This is similar to the view in (Link, 1998, p. 203), where the solution to the minimal parts problem is
to assume that atelic predicates have the subinterval property down to some degree of granularity. For a
convincing critique of this view, which concludes that it is too strong, see Champollion (2017).
18 This very logic rules out (i) on an imperfective reading. The property of numbers we derive from (i-a)
is (i-b). In this case, the property of events we want to look at is the one in (ii).
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informative in (87). Atomicity is thus insufficient to ensure that measuring a time that
includes a tdw-event is informative. It is only when we take atomic waltzes to differ
in terms of their possible durations that the existence of a tdw-event doesn’t entail the
existence of tdw-atom of a specific duration. Only then can an E-TIA be maximally
informative.

A corollary of this, which I haven’t seen discussed before, is that E-TIAs are pre-
dicted to be unacceptable with telic VPs like the climber reach the summit. This is
assuming that events in the extensions of achievement verbs are always momenta-
neous. Being momentaneous, these events are included in times of every duration and
an E-TIA ends up being uninformative. Yet, we see in (88) that our VP is happy to
combine with an E-TIA.

(88) The climber reached the summit in three days.

Far from arguing against the role of maximal informativity in the licensing of E-TIAs,
(88) is the exception that proves the rule. It’s easy to overlook the powerful coercion
mechanisms that we employ to salvage otherwise pathological statements (Moens,
1987, i.a.). In (88), the VP is interpreted as an accomplishment predicate. The events
in its extension are understood to begin at the inception of the climb (or perhaps at
a contextually salient point in the climb) and end with the summit being reached.
Because these events can differ in terms of how long they last, it is informative to
discuss the durations of times that include them.

Beforemoving on, I want tomake one final observation. It turns out that it isn’t even
necessary for an E-TIA to provide the measure of a P-atom in order for that measure
to be informative. We can show this by coming up with a predicate of events P in
which there are no atoms, but where there are minimal P-events. I’m distinguishing
minimality from atomicity in the following way: a minimal P-event is one which
doesn’t have shorter P-events as parts, not necessarily one that doesn’t have any P-
events as parts. Take, for example, the predicate of all events that run from 10pm until
Mary falls asleep. If she falls asleep at 11pm sharp, the predicate’s extension might
include something like an hour-long event of an orchestra playing, part of which is
an hour-long event of a violin playing, part of which is an hour-long event of a string
vibrating, etc. It is entirely possible that every event here has an hour-long proper
part while it also being the case that none of them has a proper part that is atomic
in the predicate. Since Mary can fall asleep at different times, the size of events in
the predicate’s extension will differ across worlds. As such, it will be informative to
discuss the durations of times that include such events, despite the fact that the E-
TIA never provides the duration of an atom. Predicates such as these probably don’t

(i) *Mary was sick in three days.

a. [ three days ] 2 past1 impv [ Mary be sick ] [ in rt ] t2
b. λnλw.∃t[μd(t) = n ∧ ∃e[mbsw(e) ∧ g(1) �i τw(e) �i t]]

(ii) λeλw.mbsw(e) ∧ g(1) �i τw(e)

This has the subinterval property down to the duration of g(1). Every atom in (ii) thus has whatever duration
g(1) has. If g(1) lasts three days and is, at u, included in an mbs-event, we end up in a situation entirely
parallel to the one depicted in Figure 12.

123



The distribution of temporal in-adverbials

occur in natural language but that isn’t the point. What we learn is that atomicity is
orthogonal to whether an E-TIA’s numeral can be maximally informative.

4.1.3 Licensing E-TIAs locally

Wehave almost everythingweneed to accurately describe the distributional constraints
on E-TIAs. So far, we’ve linked the acceptability of E-TIAs to the availability of
maximal informativity implicatures. In Sect. 3, we mentioned that scalar implicatures
are sometimes computed within the scope of a logical operator. We may wonder
whether E-TIAs are licensed if their maximal informativity requirement is satisfied
locally. It seems that indeed they are. Krifka (1998) credits White (1994) for pointing
out, based on an observation found in Mittwoch (1982) and White and Zucchi (1996),
that the licensing of the E-TIA in examples like (89) is at face value problematic for
his proposal.

(89) Mary wrote something in three days.

If I write a paper in three days, part of that involves writing sections; part of that
involves writing paragraphs; part that involves writing lines; etc. These are all shorter
and shorter events of writing something that cumulate to a three-day event of writing
something. The maximally informative number of days in which someone writes
something or other has to be the smallest number of days it took for that person to
write anything at all. But it doesn’t make much sense for the shortest amount of time
it took Mary to write anything to be three days. We might thus expect the E-TIA in
(89) to be just as bad as in one hour was in (84). This is remedied once we factor in
that something undergoes raising and allow the maximal informativity requirement to
be evaluated inside of its scope.

(90) something 3 [ three days ] 2 past1 [ Mary write t3 ] [ in rt ] t2
As Krifka notes, maximal informativity can be satisfied in a property like (91). In fact,
the scalar implicature we actually draw from the (89) seems consistent with such local
maximal informativity inference: (89) is best understood as stating that there exists
something such that it took Mary three days to write that thing.

(91) λnλw.[[[ pro4 days ] 2 past1 [ Mary write t3 ] [ in rt ] t2]]w,s,g[4 �→n]
= λnλw.∃t[μd(t) = n ∧∃e[write(e, m, g(3))∧τw(e) �i g(1)∧τw(e) �i t]]

The maximal informativity principle (MIP) defined in (92) is a descriptive generaliza-
tion that sums up everything we’ve said about the acceptability conditions on E-TIAs.
Notice that, because I am assuming a unified analysis of TIAs, the MIP is formulated
so as to apply to both E- and G-TIAs. The principle requires that, for some constituent
of the LF in which a TIA appears, it must be possible for the number in its measure
phrase to be maximally informative.19

19 As currently stated, the MIP is perhaps overly specific. Rather than a quirk of TIAs, we should think of
it as following from general linguistic mechanisms that serve to maximize informativity. For a discussion
of this topic, see Rouillard (2023, Ch. 3).
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(92) Maximal Informativity Principle:
Given a numeral N , a measure word M , an index j , and a map func-
tion F , a constituent of the form [ [ N M ] j . . . [ in F ] t j . . . ] is
licensed only if it is contained in a constituent γ such that, for some w1,
max�(w1, λnλw2.[[γ [N �→ prok]]]w2,s,g[k �→n]) = [[N ]].

At this point, the reader may wonder if maximal informativity isn’t stronger than
what we actually need. After all, when it doesn’t lead to a contradiction, an E-TIA
with an atelic VP is normally just uninformative. Rather than a maximal informativity
principle, wemay only need an informativity principle. But E-TIAswith atelic VP turn
out to be informative precisely when they could be maximally informative (excluding
cases where they would provide a measure that is smaller than that of any minimal
event, in which case they are contradictory). For the case at hand, there is hardly any
difference between informativity and maximal informativity. Moreover, the MIP’s
strength will pay off in the long run: we can account for the unacceptability of G-TIAs
in terms of maximal informativity, but not in terms of informativity alone.

4.2 Maximal informativity and G-TIAs

4.2.1 Current predictions

On a unified treatment of TIAs, the MIP applies to both E- and G-TIAs. Ideally, the
principle not only prevents E-TIAs from modifying atelic VPs, but doubles as an
account of the polarity sensitivity of G-TIAs. This would dispense with the need for
any additional stipulations regarding the distribution of TIAs. But things are never as
simple as wewould like.Wewill eventually succeed in deriving the polarity sensitivity
of G-TIAs from the MIP, but this will require revising our lexical entry for the perfect.

To understand the issues ahead, it will be necessary to attend to the distinction
between closed times (i.e., members of C) and open times (i.e., members of O) dis-
cussed in Sect. 2. As mentioned in Sect. 3, our definition of the metalanguage function
pts, repeated in (50), always picks out a closed interval. For example, pts(3,d, s)
includes all and only the moments that are inclusively ordered between s and the
moment exactly three days prior to s.

(50) pts(n, φ, t1) := max�i(λt2.t2 ∈ S∧ ∃t3[μφ(t3) = n ∧ rb(t1, t2) ∧ t2 �i t3])
On current assumptions, it is far from clear that the MIP accounts for G-TIAs being
NPIs. Let’s look at the unacceptable sentence in (93-a), whose G-TIA reading we
derived as (93-b).

(93) a. *Mary has been sick in three days.
b. ∃e[mbsu(e) ∧ τu(e) �i pts(3,d, s)]

To check whether or not the MIP rules out (93-a), we first derive (94) from its LF.
This property characterizes the set of number-world pairs 〈n, w〉 such that, at w, an
mbs-event is included in pts(n,d, s).
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Fig. 13 A smallest closed PTS
that includes an mbs-event

Fig. 14 A smallest closed PTS
that includes an mwp-event

(94) λnλw.∃e[mbsw(e) ∧ τw(e) �i pts(n,d, s)]
Our property is upward scalar: an event included in pts(3,d, s) is necessarily in
pts(4,d, s), but pts(4,d, s) can include events that pts(3,d, s) doesn’t. For a maxi-
mally informative number to be defined in (94), it must be possible for there to be a
smallest n such that pts(n,d, s) includes an mbs-event. In a callous act of termino-
logical abuse, we will say that 3 is maximally informative in (94) when pts(3,d, s)
is the smallest PTS to include any mbs-event. Here, the class of PTSs I have in mind
are the closed intervals whose RB is s. Figure 13 shows that it is quite easy to come
up with scenarios where this is satisfied.

In this scenario,Mary undergoes a period of sickness whose final moment is exactly
three days prior to s; this final moment coincides with the LB of pts(3,d, s). The
subinterval property holds of the property ofmbs-events, which means that this final
moment is the runtime of anmbs-event. Because pts(3,d, s) is closed, it includes its
LB and therefore includes this momentaneous event. However, smaller PTSs include
no such event: Mary was sick exactly three days ago, but no later than that. Since
pts(3,d, s) can be the smallest PTS to include such an event, the MIP doesn’t rule out
(93-a).

In an effort to remedy the situation, we might try and make stipulations about atelic
VPs that would make scenarios like Figure 13 impossible. For example, we could
reject the subinterval property here and assume that there aren’t any momentaneous
mbs-events. Another approach might be to assume that the span of Mary’s sickness
is open. If the sickness stretched up to pts(3,d, s)’s LB but excluded it, pts(3,d, s)
wouldn’t actually include any sickness. With enough stipulations about the lexical
properties of the VP, we can perhaps force the MIP into ruling out (93-a). Valiant
though such efforts are, they are left dead in the water the moment we realize that the
problem extends to sentences with telic VPs. Take for example (95).

(95) Mary has written up a paper in three days.

Although the sentence is acceptable under an E-TIA reading, it does not admit aG-TIA
interpretation: its truth conditions are never so strict as to require the existence of an
mwp-event included in pts(3,d, s). As with (94), 3 will be maximally informative in
the property derived from (95)’s G-TIA reading when pts(3,d, s) is the smallest PTS
to include an mwp-event. Scenarios like Figure 14 show that such scenarios are also
easy to come by.

Here, pts(3,d, s) includes an mwp-event with which it shares its LB. We already
discussed the fact that anmwp-event must beginwithMary initiating awriting process
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Fig. 15 No greatest closed PTS
can exclude anmbs-event

and end in its culmination. As such, no proper part of this span of writing is itself the
runtime of anothermwp-event; any portion of this process contained in smaller PTSs
is too small to qualify as an mwp-event. The smallest PTS to include an mwp-event
is therefore pts(3,d, s).20

Things wouldn’t be so bad if the only issue that our analysis faced were the MIP’s
failure to predict that G-TIAs are NPIs. After all, constraints are cheap and we can
always come upwith another one. However, the theory in its current statemakes jarring
predictions about negative sentences like (96-a), whose G-TIA reading is (96-b).

(96) a. Mary hasn’t been sick in three days.
b. ¬∃e[mbsu(e) ∧ τu(e) �i pts(3,d, s)]

This states that the interval pts(3,d, s) includes no mbs-events. We saw already that
a scalar implicature typically enriches this meaning so as to convey that Mary stopped
being sick three days ago. This enrichment doesn’t require the last moment of Mary’s
sickness to be three days prior to s on the dot; when we draw scalar implicatures from
numerals, we allow ourselves some degree of imprecision. But if we were to demand
absolute precision here, we would plausibly land on the reading where the last bit of
sickness was exactly three days ago. On current assumptions, however, a maximally
informative reading doesn’t look like it’s even possible. Consider what it would mean
for 3 to be maximally informative in (97).

(97) λnλw.¬∃e[mbsw(e) ∧ τw(e) �i pts(n,d, s)]
The property is downward scalar. If pts(3,d, s) includes no mbs-event, then neither
can pts(2,d, s). The converse implication does not hold. For 3 to be maximally infor-
mative in (97), pts(3,d, s) must be the largest PTS to include nombs-event. We just
saw that, if we allow there to be a final moment of sickness for Mary, then pts(3,d, s)
includes that moment as soon as the former’s LB abuts the latter’s RB, as in Figure
13. For (96-b) to be true, there needs to be a gap between pts(3,d, s)’s LB and the
final moment of her sickness, as depicted in Figure 15.21

Given the dense ordering on moments, there must be some moment between the
event’s RB and the interval’s LB. Because we are also assuming that all intervals have
measure and that their measures are additive, we are forced to conclude that there is
some n > 3 such that pts(n,d, s) includes no mbs-event. If we assume that there
can be a final moment of sickness, 3 cannot be maximally informative in (97). In
fact, a stronger point can be made: the theory predicts that what intuitively feels like

20 This remains true even if we assume that the event runtime is open. The LB of this open time is shared
with that of pts(3,d, s), while the LB of smaller PTSs is always strictly after that of our event. As such,
those smaller PTSs do not include the event.
21 (96-a) can also be true if Mary was never sick at all. Since I assume that logical time has no beginning,
there could not be a largest PTS to include nombs-event in such a scenario.
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Fig. 16 No greatest closed PTS
can exclude anmwp-event

the strongest interpretation we can assign to (96-a) actually describes a scenario that
falsifies it!

A point of caution: our intuitions may not be sharp enough to properly assess
whether or not a sentence is true in scenarios where this hinges on a single moment of
overlap. But it is nevertheless striking how the demands of the MIP and the polarity
sensitivity of G-TIAs seem to be at odds with one another.Why can a G-TIA’s numeral
be maximally informative in the absence of negation, where it is unacceptable, but not
with negation, where it is fine? To be sure, this doesn’t entail that negative sentences
like (96-a) are ruled out, as the MIP is satisfied below the scope of the negation.
However, it is probably fair to say that there is disharmony between these two aspects
of the analysis.

We could once again try tweaking our assumptions about atelic VPs, for example
by assuming that they denote sets of events that span open times. This would once
more allow thembs-event to share its RB with the LB of pts(3,d, s)without the latter
including any sickness event. But, as before, telic VPs are a problem. Take the G-TIA
reading of (98), which should mean that no mwp-event is included in pts(3,d, s). If
we were to push our interpretation of the sentence to the limits of precision, it seems to
convey that Mary’s paper writing reached its point of culmination exactly three days
ago.

(98) Mary hasn’t written up a paper in three days.

As soon as pts(3,d, s)’s LB is as early as that of an mwp-event, as in Figure 14,
pts(3,d, s) will include it. Only if the event’s LB strictly precedes that of pts(3,d, s)
can (98) be true. But now, this means that (98) can only be true if a gap exists between
that event’s LB and the PTS’s LB, as in Figure 16.

If we have a gap between the two LBs, then we necessarily have a bigger PTS that
doesn’t include the event.22 There is no way for 3 to be maximally informative in the
relevant property.

Interestingly, it isn’t even clear that a scenario like Figure 16 verifies (98), contrary
to what the theory predicts. There is a feeling that, for (98) to be true, pts(3,d, s) can’t
include any portion of anmwp-event. This looks like temporal homogeneity: either a
PTS fully includes anmwp-event or it excludes all of its parts.23 We might wonder if
temporal homogeneity might solve the problem here. It does not; if (98) states that no
part of anmwp-event is in pts(3,d, s), we just end up with a scenario analogous to the
one in Figure 15. A gap still needs to exist between the event’s RB and the interval’s
LB.

22 Here too, this remains true if the event runtime is open. A closed PTS will include an open runtime as
soon as the former’s LB is at least as early as the latter’s. There still needs to be a gap between the two LBs
for (98) to be true, and as a consequence a larger PTS that doesn’t include the event.
23 Cf. homogeneity in the nominal domain, e.g., Löbner (1987, 2000), Schwarzschild (1994), Križ (2015,
2016), and Bar-Lev (2018, 2020).
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We are left in an awkward position. It seems like a G-TIA’s numeral can be maxi-
mally informative in positive sentences, but not negative ones. We saw that even if we
toy around with the boundaries of event runtimes, the requirements of the MIP don’t
seem to line up with when G-TIAs are acceptable. But it turns out that I have been
misleading you. In focusing on the boundaries of runtimes, I have obscured the most
straightforward solution to the problem. In what follows, I suggest that the polarity
sensitivity of G-TIAs is best captured in terms of closed runtimes interacting with
open PTSs.

4.2.2 Open intervals andmaximal in/exclusions of closed times

The polarity sensitivity of G-TIAs finds a natural explanation in the fact that, while
there cannot be a smallest open interval to include a closed time, there can be a
largest open interval to exclude one. In preparation for the discussion ahead, it will
be convenient to introduce some tools that will allow us to either remove a time’s
boundaries (if it is closed) or add them to it (if it is open). These are the respective
roles of the o and c functions below. If a time t is open, o(t) simply returns t ; if t is
closed, the same is true of c(t).

(99) a. o(t1) := the(λt2.∀m[m �i t2 ↔ [m �i t1 ∧ m 	= min�i(t1) ∧ m 	=
max�i(t1)]])

b. c(t1) := the(λt2.∀m[m �i t2 ↔ [m �i t1 ∨ m = min�i(t1) ∨ m =
max�i(t1)]])

Let’s revise the meaning we assigned to the G-TIA reading of (100-a): it now asserts
that anmbs-event is included in the open counterpart of pts(3,d, s). Let’s furthermore
stipulate that, for any w, only closed times belong to the range of τw.

(100) a. *Mary has been sick in three days.
b. ∃e[mbsu(e) ∧ τu(e) �i o(pts(3,d, s))]

Making our interval open does not change the scalarity of the properties we are inter-
ested in; like its earlier counterpart, (101) is upward scalar. Accordingly, for the MIP
to now rule out (100-a), it must be impossible for o(pts(3,d, s)) to be the smallest
open PTS to include an mbs-event.

(101) λnλw.∃e[mbsw(e) ∧ τw(e) �i o(pts(n,d, s))]
On our new set of assumptions, it is indeed logically impossible for there to be a max-
imally informative number in (101). Suppose that we have an open interval ]m1, m2[
and a closed time t ; an open time like ]m1, m2[ can only include a closed time like t
if m1 strictly precedes t’s LB while m2 is strictly preceded by t’s RB. There is thus
always a gap between the boundaries of a PTS and those of an event that it includes.
This guarantees that there will never fail to be a smaller PTS to include the event. A
concrete visualization of this is provided in Figure 17, where the openness of the PTS
is represented using rounded edges.

In order for o(pts(3,d, s)) to include an mbs-event, it must include at least one
moment of Mary’s sickness. In Figure 17, for example, the PTS includes her final
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Fig. 17 No smallest open PTS
can include an mbs-event

Fig. 18 No smallest open PTS
can include an mwp-event

moment of sickness. However, this inclusion is only possible if a gap exists between
this moment and the PTS’s LB; if the two coincide, then the moment of sickness is not
included in the PTS.Given the dense ordering ofmoments, therewill always be another
moment in the gap between the two times. It follows that, for some n < 3, the open
interval o(pts(n,d, s)) includes Mary’s final moment of sickness; 3, therefore, cannot
be maximally informative in (101). The MIP now predicts (100-a)’s unacceptability.

Our new assumptions predict the unacceptability of G-TIAs in simple positive
environments, and this no matter the lexical properties of the VP. Let’s give another
look at (102-a), which we saw lacked the G-TIA reading in (102-b).

(102) a. Mary has written up a paper in three days.
b. ∃e[mwpu(e) ∧ τu(e) �i o(pts(3,d, s))]

The open interval o(pts(3,d, s)) only includes anmwp-event in scenarios like Figure
18, where the interval’s LB strictly precedes that of the event’s runtime.

As with the previous scenario, o(pts(3,d, s)) cannot be the smallest PTS to include
the event. Since there is a gapbetween its LBand that of the runtime, there is necessarily
some n < 3 such that o(pts(n,d, s)) includes the event. The MIP rules out the G-TIA
reading for (102-a), leaving us only with its E-TIA interpretation. Nomatter the lexical
properties of ourVP, there is no escaping the logic of how open intervals include closed
times.

So far, so good. Nowwemust show that theMIP doesn’t rule outG-TIAs in negative
environments. Consider (103-a), for which we now assume the meaning in (103-b).

(103) a. Mary hasn’t been sick in three days.
b. ¬∃e[mbsu(e) ∧ τu(e) �i o(pts(3,d, s))]

As before, the PTS being open doesn’t affect the scalarity of our property: (104) is
downward scalar. 3 is therefore maximally informative in it when o(pts(3,d, s)) is
the largest open PTS to exclude any mbs-event.

(104) λnλw.¬∃e[mbsw(e) ∧ τw(e) �i o(pts(n,d, s))]
In Figure 19, we have a scenario where the final moment at which Mary was sick
coincides with the PTS’s LB.

Sentence (103-b) is true in this scenario: since o(pts(3,d, s)) excludes its own LB,
it doesn’t include any part of the mbs-event. But as soon as we move the PTS’s LB
further back in time, it will precede Mary’s final moment of sickness and thus include
an mbs-event. It follows that, for any n > 3, o(pts(n,d, s)) includes an mbs-event.
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Fig. 19 A largest open PTS to include no mbs-event

Fig. 20 A largest open PTS to include no mwp-events

We have a scenario where o(pts(3,d, s)) is the largest PTS that doesn’t include any
mbs-event! The MIP therefore doesn’t block (103-a).

Once again, the lexical properties of our VP do not affect our result. Let’s now turn
to the sentence in (105-a), whose meaning is now (105-b).

(105) a. Mary hasn’t written up a paper in three days.
b. ¬∃e[mwpu(e) ∧ τu(e) �i o(pts(3,d, s))]

Is it possible for o(pts(3,d, s)) to be the largest PTS that doesn’t include an mwp-
event? Consider a scenario like Figure 20, where the PTS shares its LB with that of
an mwp-event’s runtime.

Here, our PTS doesn’t include the mwp-event because it excludes one moment
from it. However, for any n > 3, the interval o(pts(n,d, s)) does include this moment
and thus includes anmwp-event. We have a largest PTS that includes nomwp-events!

There may still be a worry here: we already discussed how scenarios like Figure
20 don’t seem to verify the sentence in (105-a) on account of temporal homogeneity.
The meaning we intuitively want for the sentence is stronger than (105-b): we want
there to be no mwp-events that overlap with the PTS.

(106) ¬∃e[mwpu(e) ∧ τu(e) ⊗i o(pts(3,d, s))]
But this semantic amendment makes no difference for us. If (106) were the meaning
we assigned (105-a), we would still be able to find a largest PTS that doesn’t overlap
with any mwp-event. This will be a scenario analogous to Figure 19, where the RB
of anmwp-event abuts o(pts(3,d, s)).

As a phenomenon, temporal homogeneity is certainly deserving of more attention.
How widespread it is and what mechanisms might underlie it aren’t, as far as I know,
questions that have received much scrutiny.24

24 An anonymous reviewer points out that homogeneity is quite general insofar as sentences with telic VPs,
such as (i), are concerned.

(i) I didn’t eat my soup.

While its negatum implies that I ate the entirety of my soup, it would be misleading to utter (i) if I had eaten
half of it: the sentence is best understood as stating that I ate no part of it. Regine Eckardt (p.c.) notes that
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However, because our choice of meaning for (105-a) turns out to be immaterial to
whether or not the MIP rules it out, temporal homogeneity has no bearing on the
present paper’s conclusions. As such, I will ignore the issue altogether.

We now have a set of assumptions that predict the polarity sensitivity of G-TIAs.
These are that PTSs are open intervals and that event runtimes are closed times. Our
final task in this section is to implement this change compositionally.

4.2.3 Revising our semantics for the perfect

The assumption that event runtimes are closed can be hardwired into the definition of
the runtime function. This doesn’t require revising the meanings of any of our lexical
entries. To account for PTSs being open intervals, all that we need is a minor revision
of our lexical entry for perf. We initially took this to denote a relation between a
predicate of times I and a time t , such that there exists, in the domain of intervals,
an I -time that is right-bounded by t . The only change we need to make is to further
restrict the domain of the existential quantifier: its restrictor needs to be the domain
of open intervals S ∩ O.

(107) [[perf]] := λIitλt1.∃t2 ∈ S ∩ O[rb(t1, t2) ∧ I (t2)] (Revised)

We don’t need to change anything about the syntax of (69-a), whose G-TIA reading
is still derived from the LF in (69-b).

(69) a. Mary hasn’t been sick in three days.
b. not [ three days ] 1 pres perf [ pfvMary be sick ] [ in id ] t1

As we did previously, we will derive (69-b)’s meaning by first deriving the meaning
of the material that is below the scope of the negation.

(108) [[[ three days ] 1 pres perf [ pfvMary be sick ] [ in id ] t1]]u,s

= [[three days]](λt1.[[perf]](λt2.∃e[mbsu(e) ∧ τu(e) �i t2 �i t1])(s))
= [[three days]](λt1.∃t2 ∈ S ∩ O[rb(s, t2) ∧ ∃e[mbsu(e) ∧ τu(e) �i t2 �i
t1]])
= ∃t1[μd(t1) = 3∧∃t2 ∈ S∩O[rb(s, t2)∧∃e[mbsu(e)∧τu(e) �i t2 �i t1]]]

We end up with the familiar temporal Russian dolls: our formula states that there
exists an mbs-event e, that its runtime τu(e) is included in an open interval t2 that is
right-bounded by s, and finally that t2 is included in a three-day time t1. This rather
clunky formula is equivalent to the much simpler one in (109).25

lexically telic verbs like eat up are more tolerant of non-homogeneous truth conditions: if Mary asks John
Did you eat up your soup?, and he only ate part of it, we might be more willing to judge (ii-a) as true.

(ii) a. No, I didn’t eat it up.

25 We can sketch a proof for this that is fundamentally the same as the one we had in Sect. 3. First, we show
that the formula in (108) entails (109). The largest open interval that is both right-bounded by s and included
in a three day long time is o(pts(3,d, s)). If an open interval t2 is right-bounded by s and is included in a
three-day time t1, then t2 is included in o(pts(3,d, s)). Any event included in t2 must therefore be included
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(109) ∃e[mbsu(e) ∧ τu(e) �i o(pts(3,d, s))]
Now, we simply negate (109) and get (110). These two formulas are precisely those
wanted for the meanings of (69-a) and its negatum.

(110) ¬∃e[mbsu(e) ∧ τu(e) �i o(pts(3,d, s))]

4.3 Section summary

In Sect. 3, I argued for a unified semantic analysis of E- and G-TIAs. I showed that
a single lexical entry for in can derive both readings. The major difference between
an E-TIA and a G-TIA is in the syntactic position of the adverbial. In and of itself,
this unified semantics falls short of explaining why the acceptability of E-TIAs is
contingent on the lexical aspect of the VP, and why that of G-TIAs is contingent on
the polarity of the sentence. I began this section with what Krifka (1989) observed:
the licensing of E-TIAs is tied to maximal informativity. I then showed how to stretch
this observation to account for the licensing of G-TIAs.

I wouldn’t blame the reader who finds some of the stipulations that were made
rather ad hoc. I am reminded of a quote from Bennett (1981), where he comments on
Glen Helman’s proposal to distinguish between certain events in terms of open and
closed intervals: “Almost everyone finds the analysis to be mysterious – a ‘logician’s
trick’." I understand that we are in want of an explanation for why some times are
open while others are closed, but frankly I haven’t the slightest clue what such an
explanation is supposed to look like. In lieu of one, I will defend my assumptions
empirically: I will spend the next section providing independent motivation for them.
I hope that, by the end of that section, the reader will be as convinced as I am that they
are correct.

Before moving on, I need to say a few words about how our new assumptions affect
the subinterval property. As we have it, the subinterval property holds of a property of
events P iff any proper part of a P-event’s runtime is itself the runtime of a P-event.
But this definition can never be satisfied if event runtimes must be closed: the runtime
of any (non-momentaneous) event has a part that is open, which by assumption cannot
be the runtime of an event. To avoid this problem, we need a different higher-order
property. The closed subinterval property, which I will assume holds of the property
of mbs-events, is defined in (111).

(111) A property of events Pvst has the closed subinterval property, CSUB(P), iff
∀e1∀t∀w[P(e1)(w) ∧ t �i τw(e1) → ∃e2[P(e2)(w) ∧ c(t) = τw(e2)]]

The closed subinterval property holds of P iff, whenever we look at a portion t of a
P-event’s runtime, the closed counterpart of t (if t isn’t closed already) is the runtime
of a P event. This definition has certain consequences that will be important in the
next section. It ensures that the runtime of anmbs-event cannot have parts throughout

in o(pts(3,d, s)). Now, we show that (109) entails (108). The time o(pts(3,d, s)) is an open interval t2

that is right-bounded by s and included in a three-day time t3. If this t2 includes an mbs-event, then we
have our Russian dolls.
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Fig. 21 Impossible scenario for the closed subinterval property

which Mary was sick, but which are not themselves the spans of mbs-events. For
example, this avoids ever encountering scenarios like Figure 21.

What this represents is a cumulation of three disjoint times throughout which Mary
was sick. If we take the property of mbs-events to be cumulative, the cumulation of
all three times is itself the runtime of an mbs-event. This is not a problem, since this
cumulative time is closed. However, the middle segment is open and therefore cannot
be the runtime of anmbs-event. This is in spite of the fact that it cumulates moments
of sickness. This is counterintuitive: it implies that it is false to say that Mary was
sick for the duration of this period. Our definition of the closed subinterval property
guarantees that the closed counterpart of this middle segment spans an mbs-event.

5 The perfect quantifies over open intervals

In this section, I offer independent motivation for two of the assumptions I’ve made
about the meaning of the perfect. In Sect. 5.1, I give arguments for a quantificational
treatment of the perfect; in Sect. 5.2, I argue for the perfect’s domain of quantification
being restricted to open intervals.

My arguments will all be drawn from looking at the behavior of E- and U-perfects.
Recall that we follow von Fintel and Iatridou (2019) in accounting for this ambiguity
in terms of grammatical aspect: an E-perfect boils down to a perfect of the perfective
and a U-perfect to a perfect of the imperfective.

5.1 The perfect is quantificational

5.1.1 The MIP and some ambiguities

There is no question that (112) is an unacceptable sentence. But it’s worth emphasiz-
ing that the sentence’s unacceptability simpliciter implies the unacceptability of the
sentence on any possible reading.

(112) *Mary has been sick in three days.

There are in principle four readings for (112). These are conditioned by whether we
have an E-TIA or a G-TIA and whether we have an E-perfect or a U-perfect. If the
MIP is to completely rule out (112), it needs to do so on all possible interpretations.
Happily, not only is this the case, but it will afford us an argument in favor of a
quantificational analysis of the perfect. Let’s quickly show that the MIP takes care of
each possible reading for (112), beginning with the reading where we have an E-TIA
and an E-perfect. This is derived from the LF in (113).

(113) [ three days ] 1 pres perf pfv [ Mary be sick ] [ in rt ] t1
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What needs to be shown is that the addition of the perfect won’t affect the information
collapse that we observed in (79), i.e., in (113)’s simple past counterpart. I leave to
the reader the tedious task of deriving the meaning of (113), which is given in (114).

(114) ∃t1[μd(t1) = 3∧∃t2 ∈ S∩O[rb(s, t2)∧∃e[mbsu(e)∧τu(e) �i t1∧τu(e) �i
t2]]]

We don’t get the temporal Russian dolls we saw in (108), the G-TIA counterpart of
(114). What we have now states that there exists an mbs-event of which two things
are true. First, it is included in a three-day time. Second, it is included in a PTS right-
bounded by s. We already saw how, on account of the subinterval property, specifying
the duration of a time that includes an mbs-event is redundant. This remains true
here: if an mbs-event is in a PTS, part of that event will always be a momentaneous
mbs-event that is both in that PTS and in a three day long time. (114) is equivalent to
(115).

(115) ∃t ∈ S ∩ O[rb(s, t) ∧ ∃e[mbsu(e) ∧ τu(e) �i t]]
On account of the TIA’s redundancy in (113), the MIP blocks this reading. Let’s now
turn to (112) on a reading with an E-TIA and a U-perfect. The LF for this reading is
(116), where the aspectual operator is now impv.

(116) [ three days ] 1 pres perf impv [ Mary be sick ] [ in rt ] t1
Our task is now to show that the imperfective aspect doesn’t impact the information
collapse. The meaning we get from (116) is (117), where we do observe temporal
Russian dolls, but in a new configuration.

(117) ∃t1[μd(t1) = 3∧∃t2 ∈ S∩O[rb(s, t2)∧∃e[mbsu(e)∧ t2 �i τu(e) �i t1]]]
Two statements must hold of an mbs-event for the formula to be true. It must (a)
include a PTS right-bounded by s and (b) be included in a three-day time. The second
statement is again redundant. Suppose that an mbs-event e includes a PTS that is
right-bounded by s. Given the (closed) subinterval property, it follows that there are
many minuscule parts of e that are all mbs-events included in a three-day time. At
least one of these parts will include a minuscule PTS right-bounded at s. This is true
no matter the value of the numeral. (117) is equivalent to (118), and we thus once
again face information collapse. The MIP rules out this reading as well.

(118) ∃t ∈ S ∩ O[rb(s, t) ∧ ∃e[mbsu(e) ∧ t �i τu(e)]]
Let’s now move on to the readings of (112) where we have a G-TIA. Since we already
discussed in Sect. 4 why (100-b), the E-perfect version of this reading, is unacceptable,
only the U-perfect reading remains to be accounted for. The LF for that reading is
(119).

(119) [ three days ] 1 pres perf [ impvMary be sick ] [ in id ] t1
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Table 1 Readings for (112) and
its negation predicted by the MIP

pfv impv

pos e- tia ✗ ✗

g- tia ✗ ✗

neg e- tia ✗ ✗

g- tia ✓ ✗

There are striking parallels between the interaction of an E-TIA with an atelic VP
and the interaction of a G-TIA with an AspP headed by impv. We can highlight these
parallels by deriving from the AspP the property of times in (120).

(120) λtλw.[[impvMary be sick]]w(t) = λtλw.∃e[mbsw(e) ∧ t �i τw(e)]
This property holds of all and only those times that are included in an mbs-event. A
time that is part of another time included in anmbs-event is also included in that event;
(120) thus has the subinterval property! Of course, when we first introduced it in (82),
the subinterval property was defined only for properties of events. We can generalize
it to properties of any type as long as we have a map from the type’s domain to the
domain of times.

(121) Given a map Mσ i, a property Pσ st has the generalized subinterval property,
GSUB(M, P), iff ∀xσ ∀t ∀w[P(x)(w) ∧ t �i M(x) → ∃yσ [P(y)(w) ∧ t =
M(y)]]

With this in mind, we can now take a look at the meaning we derive from (119).

(122) ∃t1[μd(t1) = 3∧ ∃t2 ∈ S∩O[rb(s, t2) ∧ ∃e[mbsu(e) ∧ t2 �i τu(e) ∧ t2 �i
t1]]]

This says that some PTS right-bounded by s is (a) in a three-day time and (b) in an
mbs-event. Given the subinterval property, any part of this PTS is in the mbs-event.
Moreover, for any number of days n, we can find a minuscule PTS that is both part
of the first one and also included in an n-day time. The TIA is once again redundant!
(122) is equivalent to (123).

(123) ∃t ∈ S ∩ O[rb(s, t) ∧ ∃e[mbsu(e) ∧ t �i τu(e)]]
Without any additional stipulations, we see that the MIP not only blocks the reading
of (112) where we have an E-perfect with a G-TIA, it also blocks the E- and U-
perfect readingswith E-TIAs aswell as theU-perfect readingwith aG-TIA.Moreover,
because the TIAs are redundant in all but the first of these four readings, they will be
redundant in the negations of these readings as well. TheMIPwill, therefore, correctly
rule out (112)’s negation on all but an E-perfect reading with a G-TIA. All of this is
summarized in Table 1.

These results are very encouraging. As we are about to see, however, at least one
of them hinges on the perfect being an existential quantifier as opposed to a definite
description.
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5.1.2 A definite perfect

We’ve been assuming that, rather than denote the PTS of a sentence, the perfect
quantifies over a set of PTSs. Instead of arguing for this choice, I was content to show
in Sect. 3 that it made no difference for the purpose of deriving (124)’s G-TIA reading.

(124) Mary hasn’t been sick in three days.

I will now show that a definite treatment of the perfect predicts that (124)’s positive
counterpart should be acceptable on a U-perfect reading with a G-TIA. Before doing
so, I need to flesh out a reasonable treatment of the perfect as a definite description.
On a G-TIA reading of (124), a definite perfect should refer to o(pts(3,d, s)). The
simplest way of doing this is to have the perfect combine with two expressions, each
of which specifies one of the interval’s boundaries. The tense will naturally set its RB,
whereas its LB will be specified by a perfect-level adverbial.26 In the case of (124),
the present sets the PTS’s RB while the TIA is what sets its LB.

As we have defined them, G-TIAs don’t pick a point in time that we can just equate
with a PTS’s LB. Instead, they denote a set of times with an upper limit on their
durations. We can nevertheless make our analysis of TIAs consistent with a definite
perfect: we will say that, in (124), the perfect picks out the largest open interval whose
RB is s and which is included in a three-day time. For this, we can have (125) as our
meaning for a definite perfect.

(125) [[perfdf]] := λIitλt1.max�i(λt2.t2 ∈ S ∩ O ∧ rb(t1, t2) ∧ I (t2))

The perfect takes in a set of times I and a time t , and outputs the maximal open
interval in I that is right-bounded by t . The values for I and t are provided by the
adverbial and tense, respectively. Here, we want the adverbial to consist of all and
only the times that are included in a three-day time. This meaning is derived through
syntactical manipulations of the TIA, as shown in (126).

(126) [[2 [ three days ] 1 [ [ in id ] t1 ] t2]] = λt2.∃t1(μd(t1) = 3 ∧ t2 �i t1)

We are now able to have the perfect refer to the interval we want. To keep semantic
composition simple, we can assume that the perfect forms a syntactic constituent with
the tense and the perfect-level adverbial.

(127) [[pres perfdf 2 [ three days ] 1 [ [ in id ] t1 ] t2]]s

= max�i(λt2.t2 ∈ S ∩ O ∧ rb(s, t2) ∧ ∃t1[μd(t1) = 3 ∧ t2 �i t1])
= o(pts(3,d, s))

The positive counterpart of (124), on an E-perfect G-TIA reading, now has the LF
in (128-a). The meaning we get is (128-b), which is the same meaning obtained on a
quantificational analysis of the perfect. We already know that the MIP rules this out.

26 In the absence of an overt adverbial, we must assume that a covert one is present (cf. Vlach, 1993,
Iatridou et al., 2003).
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Fig. 22 A largest open PTS
included in an mbs-event

(128) a. [ pres perfdf 2 [ three days ] 1 [ [ in id ] t1 ] t2 ] pfvMary be sick
b. ∃e[mbsu(e) ∧ τu(e) �i o(pts(3,d, s))]

But nowwe turn to the U-perfect counterpart of (128-a), whose LF is now (129-a). We
saw that, assuming a quantificational treatment of the perfect, the contribution of the
G-TIA in (119) was redundant. However, what we now obtain is a different reading,
viz. (129-b).

(129) a. [ pres perfdf 2 [ three days ] 1 [ [ in id ] t1 ] t2 ] impvMary be sick
b. ∃e[mbsu(e) ∧ o(pts(3,d, s)) �i τu(e)]

Far from being redundant in (129-b), the definite perfect fixes the lower limit on
the durations of mbs-events that witness the existential statement. By looking at the
property in (130), we can show that the G-TIA can be maximally informative in
(129-a).

(130) λnλw.∃e[mbsw(e) ∧ o(pts(n,d, s)) �i τw(e)]
The property is strictly downward scalar: an mbs-event that includes o(pts(3,d, s))
will include smaller PTSs, but not necessarily larger ones. The property has a maxi-
mally informative number provided there is a largest PTS included in an mbs-event.
This is exactly what Figure 22 depicts.

The event runtime includes o(pts(3,d, s)), with which it shares its LB. As soon as
we extend the PTS’s LB further back in time, it will precede that of the event. As a
result, the PTS will no longer be included in it. We see that, if we were to assume a
definite perfect, theMIPwould not rule out G-TIAs in imperfective positive sentences.
We now have our argument in favor of a quantificational perfect.

5.2 Since-adverbials in the E- and U-perfect

5.2.1 Since-adverbials andmaximal informativity

In von Fintel and Iatridou (2003), and later von Fintel and Iatridou (2019), the authors
observe that since-when questions like (131) lack the E-/U-perfect ambiguity of their
declarative counterparts.

(131) Since when has Mary been sick?

The question demands the LB of a PTS throughout which Mary was sick; this is its
U-perfect reading. What it lacks is an E-perfect reading which asks for the LB of a
PTS in which, at some point, Mary was sick. In von Fintel and Iatridou (2019), Fox
and Hackl (2006) are credited with an explanation for this discrepancy, albeit in an
earlier version of their published article. The way von Fintel and Iatridou report their
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explanation is as follows, where I’ve allowed myself to make slight changes to better
suit my example in (131):

[...the E-perfect’s] unacceptability is due to the fact that it is not possible to
satisfy the presupposition of the definite in the since-clause. The reason is that
the domain of time is dense. As a result, it is not possible to find “the time since
which an event happened". On the other hand, with a U-perfect this extraction is
fine because the definite description picks out the time atwhich [Mary’s sickness]
started.

Without the context of the original paper, the quote is difficult to understand.27 I
take Fox and Hackl to assume that (131)’s E-perfect reading presupposes the existence
of a specific PTS, whose LB is the earliest time that follows the end of anmbs-event.
Since time is dense, there is never an immediate successor to a given time; for any time
that follows the event, there always exists an earlier time between it and the event. In
contrast, the question’s U-perfect reading presupposes the existence of a PTS whose
LB is simply the start of Mary’s sickness.

I hope my reconstruction does not do injustice to Fox and Hackl’s original dis-
cussion. However, assuming it is more or less accurate, there are issues with this
explanation. The E-perfect interpretation of (131) should not ask for the LB of a PTS
that follows an mbs-event, but rather the LB of a PTS that includes an mbs-event.
If we make this change, do we still capture the question’s lack of ambiguity? After
fleshing out some of the details of the semantics of interrogatives, I will show that
this is only guaranteed if we assume closed runtimes and open PTSs. Let’s begin by
showing how we can derive the desired U-perfect reading for (131).

In the spirit of Hamblin (1973) and Karttunen (1977), I take a question to denote
(at least at some point in the course of its derivation) a set of propositions that consists
of its possible answers.28 This is the question’s Hamblin set. On present assumptions,
the Hamblin set for (131)’s U-perfect interpretation should be H1 below.

(132) H1 := {λw.∃t1 ∈ S ∩ O[rb(s, t1) ∧ lb(t2, t1) ∧ ∃e[mbsw(e) ∧ t1 �i
τw(e)]] | t2 ∈ Di}

Each answer in H1 is the set of worlds at which, for some particular time t , Mary was
sick throughout the (open) PTS left-bounded by t and right-bounded by s. One answer
will consist of worlds where Mary was sick throughout the three days preceding s,
another of worlds where she was sick throughout the four preceding days, etc. H1 is
equivalent to (133), where the answers take on a more familiar form.

(133) {λw.∃e[mbsw(e) ∧ o(pts(n,d, s)) �i τw(e)] | n ∈ R
+}

27 In the published version of Fox and Hackl (2006), the authors discuss the similar case of before-when
questions like (i).

(i) *Before when did John arrive.

They rule out (i) by assuming that it presupposes the existence of an earliest time following John’s arrival.
If we assume that time is dense, we can always find an earlier point in time after John’s arrival.
28 Rather than follow Karttunen (1977) in assuming this set to include only the question’s true answers, I
stick closer to Hamblin’s (1973) original view.
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The answers are now defined as sets of worlds at which, for some positive real n, an
mbs-event includes o(pts(n,d, s)). We are missing one final ingredient in order to get
at the meaning of questions. Indeed, a Hamblin set does not by itself a question make.
Questions are subject to their ownmaximal informativity requirement: in the Hamblin
set of any question, there must be an answer that is both true and entails all other
true answers (Dayal, 1996). This requirement is introduced by a covert answerhood
operator ans, sister to the constituent that denotes the Hamblin set. The extension of
a question is thus its maximally informative true answer.29

(134) [[ans]]u := λQ(st)t.max�(u, λpλw.Q(p) ∧ p(w))

We can assume that a question is unacceptable when there can never be a maximally
informative true answer in its Hamblin set. This won’t be a problem for the U-perfect
reading of (131), whose meaning is given in (135).

(135) [[ans]]u(λp.p ∈ H1)

= the(λp.p ∈ H1 ∧ p(u) ∧ ∀q[q ∈ H1 ∧ q(u)

→ [λw.[p ∈ H1 ∧ p(w)] � λw.[q ∈ H1 ∧ q(w)]]])
= the(λp.p ∈ H1 ∧ p(u) ∧ ∀q[q ∈ H1 ∧ q(u) → [p � q]])

Howdowedeterminewhether or not there can be amaximally informative true element
in H1? As it turns out, we just saw that this is possible, albeit under another guise. H1

is intimately related to the property in (130), repeated below: every member of H1 is
obtained by inputting a positive real into (130), and every positive real inputted into
(130) returns a member ofH1. It is not hard to see that there is a maximally informative
true answer in H1 iff the number that returns this proposition with (130) is maximally
informative in (130).

(130) λnλw.∃e[mbsw(e) ∧ o(pts(n,d, s)) �i τw(e)]
The scenario we saw earlier in Figure 22 is one where it not only is the case that 3 is
maximally informative in (130), but also that themaximally informative true answer in
H1 is λw.∃e[mbsw(e) ∧ o(pts(3,d, s)) �i τw(e)]. So we expect our question to have
a U-perfect reading. Let’s now turn to (131)’s unavailable E-perfect reading, whose
Hamblin set is H2.

(136) H2 := {λw.∃t1 ∈ S ∩ O[rb(s, t1) ∧ lb(t2, t1) ∧ ∃e[mbsw(e) ∧ τw(e) �i
t1]] | t2 ∈ Di}

Each member of H2 corresponds to the set of worlds at which a certain PTS includes
an mbs-event. These propositions differ only in terms of this PTS’s LB. Once again,
we can define the members of H2 in more familiar terms, as in (137).

(137) {λw.∃e[mbsw(e) ∧ τw(e) �i o(pts(n,d, s))] | n ∈ R
+}

29 We should not confuse this with the extension of a declarative statement, which is not a proposition but
a truth value. Likewise, whereas the intension of a declarative is a proposition, that of an interrogative is a
set of world-proposition pairs, where each world is mapped onto the maximally informative true answer at
that world.
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It is now easy to show that a maximally informative true element in (137) is logically
impossible. The reasons for the unavailability of an E-perfect reading for (131) are
entirely analogous to those for the polarity sensitivity of G-TIAs with the E-perfect.
Indeed, the property in (101), repeated below, bears the very same relationship to H2

as (130) did to H1. A proposition is maximally informative in H2 iff the number that
returns that proposition with (101) is maximally informative in (101).

(101) λnλw.∃e[mbsw(e) ∧ τw(e) �i o(pts(n,d, s))]
In Sect. 4, we saw in detail why a maximally informative number can never be defined
for (101): there can never be a smallest open PTS that includes the closed runtime
of an mbs-event. There can thus never be a maximally informative true element in
H2, ruling out (131)’s E-perfect reading. We also saw that it is difficult to guarantee
the unacceptability of G-TIAs in simple positive E-perfect sentences without stipu-
lating open PTSs and closed runtimes. For the same reasons, it is difficult to rule out
(131)’s E-perfect reading without those very same stipulations. This is our first piece
of independent motivation for our assumptions.

5.2.2 The bounds of E- and U-perfects

We just saw that the interrogative counterpart of (138) bolsters confidence in the
assumption that the perfect is restricted to open intervals while runtimes are closed.
In this section, we will see that the behavior of the declarative in (138) also hints at
this fact.

(138) Mary has been sick since Monday.

Mittwoch (1988) makes a remarkable observation about (138): the left-boundary of
its PTS seems to change depending on whether the sentence is interpreted as an E-
perfect or a U-perfect. On its E-perfect reading, Monday is excluded from the PTS in
which Mary’s sickness took place. She may well have been sick on Monday, but this
is immaterial to the truth or falsity of the sentence. What matters is whether she was
sick after Monday. On its U-perfect interpretation, however, part of Monday must be
included in the period of Mary’s sickness.

Mittwoch accounts for this discrepancy in terms of an ambiguity in both themeaning
of the perfect and in that of the since-adverbial. Whether the PTS includes or excludes
the event depends on the meaning assigned to the perfect. Likewise, whether or not
the PTS’s LB includes part of Monday is determined by the meaning assigned to the
since-adverbial. As far as I can see, Mittwoch isn’t totally explicit about why each
meaning for since is only available for one of the meanings taken on by the perfect.

[...S]ince itself is ambiguous. Since 7.00 can mean from 7.00 till now or at some
time between 7.00 and now. In the first sense since 7.00 is a durational adverbial;
in the second it is an extended time when (or frame) adverbial, like last year, in
January, during the vacation.

Unlike Mittwoch, we’ve been assuming that the E-/U-perfect ambiguity is a matter
of grammatical aspect as opposed to being a lexical ambiguity. In spite of this, it seems

123



The distribution of temporal in-adverbials

Fig. 23 Scenario verifying (139)

fairly straightforward to adapt her proposal into our own framework. But, as it turns
out, there is no need for us to assume an ambiguity for since at all. Indeed, provided we
assume that the interval identified by Monday is closed, what she observes is exactly
what we would expect from closed runtimes and open PTSs. Given the lexical entry
we’ve been assuming for since Monday, which left-bounds a PTS at mday, (138)’s
E-perfect interpretation is (139).

(139) ∃t ∈ S ∩ O[rb(s, t) ∧ lb(mday, t) ∧ ∃e[mbsu(e) ∧ τu(e) �i t]]
In the PTS ranging from the endpoint ofmday up to s, there is anmbs-event. This is
true in scenarios like Figure 23.

Naturally, if the open PTS’s LB is the RB of mday, it follows that mday precedes
the whole of the mbs-event included in the PTS. In other words, assuming a closed
runtime and an open PTS explains why, on its E-perfect interpretation, whether or not
Mary was sick on Monday is irrelevant to the truth or falsity of (138). Now we turn
our attention to the U-perfect interpretation of our sentence, whose meaning is (140).

(140) ∃t ∈ S ∩ O[rb(s, t) ∧ lb(mday, t) ∧ ∃e[mbsu(e) ∧ t �i τu(e)]]
Here, it is anmbs-event that includes the PTS ranging from the end ofmday up to s.
For an mbs-event e to include an open interval, it must be that part of its runtime is
coextensive with the interval. Here is where the way in which we defined the closed
subinterval property, repeated below, becomes important.

(111) A property of events Pvst has the closed subinterval property, CSUB(P), iff
∀e1∀t∀w[P(e1)(w) ∧ t �i τw(e1) → ∃e2[P(e2)(w) ∧ c(t) = τw(e2)]]

Suppose that (111) holds of the property of mbs-events. It follows that, whenever
an mbs-event includes an open interval, the closed counterpart of that interval is the
runtime of an mbs-event. So if an mbs-event includes a PTS left-bounded by mday,
that PTS’s closed counterpart is the runtime of anmbs-event. Being closed, the interval
will include mday’s RB. If we are willing to treat mday as closed, it follows that it
overlaps with—at the very least at its final moment—a momentaneousmbs-event. In
other words, our assumptions derive the observation that, in order for (138)’s U-perfect
interpretation to be true, Mary must have been sick on Monday.30 A scenario where
this is true looks like Figure 24.

We now have our second independent piece of evidence for the view that event
runtimes are closed and PTSs open. Before wrapping things up, I would like to point
out two additional predictions that we make. First, we predict that whether or not
Mary was sick at s should be irrelevant to the truth conditions of (138)’s E-perfect

30 An anonymous reviewer questions whether (138)’s U-perfect reading could really be judged true if Mary
fell sick on Monday just prior to the stroke of midnight, say at 11:59:59pm. It seems to me that a pedant
could very well argue for the sentence’s truth on precisely those grounds.
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Fig. 24 Scenario verifying (140)

interpretation. Second, we expect that its U-perfect interpretation can only be true if
Mary is sick at s. These predictions follow from the fact that anmbs-event can only be
included in an open PTS if its own RB precedes that of the PTS, while anmbs-event
can only include a PTS if it includes the PTS’s RB.

It is very clear that the U-perfect reading does imply that Mary is still sick at s.
What is harder to tell is whether the prediction about the E-perfect is correct. Part of
the problem is that, because of the (closed) subinterval property, the U-perfect entails
the E-perfect. Indeed, because part of Mary’s sickness in Figure 24 is included in the
PTS, the scenario verifies (139). While intuitions are fairly clear about the overlap
with mday not being relevant to the truth of the sentence in this scenario, it is harder
to assess whether the overlap with the momentaneous s is. However, we can get rid of
the entailment from a perfect of the imperfective to a perfect of the perfective if we
look at sentences in which the VP is telic.

(141) a. Mary has written up a paper since Monday.
b. Mary has been writing up a paper since Monday.

The E-perfect reading in (141-a) can only be true if the totality of Mary’s paper
writing is included in the PTS. This means that the sentence is true only if the start
of Mary’s paper writing began after Monday. What’s more, the sentence implies that
Mary completed her paper before s. As Heny (1982) puts it, we want “a (minimal)
element of ‘pastness’" in the semantics of the perfect (of the perfective).31 This is in
contrast to (141-b), which implies both that Mary was in the process of writing her
paper on Monday, and that she is still in this process at s. These readings are precisely
what we predict for both sentences, further supporting our assumptions about the
bounds of runtimes and PTSs.

6 Comparison with previous accounts of G-TIAs

6.1 Downward entailment and its subproperties

One approach to capturing the polarity sensitivity of G-TIAs, found in the work of
Hoeksema (2006) and Gajewski (2005, 2007), finds its roots in Ladusaw’s (1979)

31 Mittwoch (1988) disputes this with examples like (i), which can be uttered by a sports commentator
who times his utterance with the event’s final moment.

(i) Mary has touched the finishing line.

I do agree that the sentence is fine in situations such as those, but there is something markedly funny about
it. My best guess would be that in cases such as these, the audience is forced to evaluate the utterance at a
point that follows the moment at which it was uttered.

123



The distribution of temporal in-adverbials

seminalwork on the distribution ofNPIs.We can followvonFintel (1999) in presenting
Ladusaw’s insights by way of a cross-categorial notion of entailment.

(142) Cross-Categorial Entailment:

a. p �t q iff p → q
b. f �στ g iff ∀xσ f (x) �τ g(x)

Cross-categorial entailment is defined recursively, with the base case given in terms of
material implication. Higher-order entailment is always defined in terms of lower-level
entailment: a function f entails a function g iff the output that f returns for any given
argument entails the output that this argument returns with g. Ultimately, higher-order
entailment is always grounded in the base case; it is only defined for functions which
can be uncurryed into functions to truth values. We can now define what it means for
a function to be downward entailing.

(143) Downward Entailingness:
A function fστ is downward entailing, DE( f ), iff ∀xσ , yσ [x �σ y →
f (y) �τ f (x)].

A function f is downward entailing if it reverses the entailment that holds between its
arguments. Thus, if x entails y, a downward entailing function is one such that f (x)

is entailed by f (y). Ladusaw draws the link between polarity sensitivity and down-
ward entailingness by proposing that NPIs are only licensed in downward-entailing
environments. The way von Fintel implements this idea is by requiring NPIs to be in
the scope of an expression which denotes a downward entailing function.

(144) NPI Licensing Condition:
An NPI is licensed iff it is in the scope of some α such that DE([[α]]u,s,g).

Negation is the most straightforward example of a downward entailing function: if a
material implication holds from p to q, then the contrapositive holds from ¬q to ¬p.
(144) naturally accounts for why NPIs are not licensed in simple positive sentences
but are licensed in the scope of negation.

If we restrict our attention to G-TIAs in either simple positive (E-perfect) sentences
or in their negations, we easily capture their distribution in terms of (144). However,
Hoeksema (2006) notes that this condition is too weak to properly capture the distri-
bution of G-TIAs, which is more restricted than that of many other NPIs. Drawing
on Zwarts (1998), both he and Gajewski (2005, 2007) account for the licensing of
G-TIAs in terms of a subproperty of downward entailingness.

I have restricted my attention to G-TIAs in simple positive sentences and in the
scope of negation, paying no mind to the many complications that surround their
distribution. I did so in a deliberate effort to avoid scope creep in what is already quite
a lengthy discussion of TIAs. Without engaging with these complications head on, I
want to take a second to discuss some of the consequences that come from relying
on downward entailingness (or a stronger property) to account for the acceptability
of G-TIAs. On a unified treatment of TIAs, a condition like (144) would restrict the
distribution of E-TIAs just as much as it does that of G-TIAs. This incorrectly predicts
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E-TIAs to be NPIs. NPI licensing conditions like (144) are therefore fundamentally
incompatiblewith a unified treatment of TIAs.32 In light of everythingwe’ve discussed
in this article, I find this result both deeply unappealing and quite implausible. I will
not discuss here whether the MIP successfully accounts for the broader distribution
of G-TIAs. But even if it were to fail in this respect, I wouldn’t lose any sleep over it.
Perhaps the MIP will turn out to be too weak to capture the full distribution of TIAs,
but downward entailingness is far too powerful. We can easily strengthen the MIP and
discover further insights into the distribution of TIAs, but how to go about weakening
(144) while remaining true to its insights is a far more nebulous task.

6.2 Subintervals of the PTS

The second line of approach used to capture the polarity sensitivity of G-TIAs is exem-
plified by the work of Chierchia (2013) and Iatridou and Zeijlstra (2021). Although
both proposals were formulated to deal with the polarity sensitivity of bare TIAs like in
days or in years, they apply very naturally to G-TIAs whose measure phrases include
a numeral. Much like myself, these authors ground the fact that G-TIAs are NPIs in
their generating pathological implicatures in simple positive sentences. Although the
insight is quite similar, the manner in which pathology is produced here is different.
Since Chierchia’s presentation of the matter is given more informally, my discussion
will be based on Iatridou and Zeijlstra’s implementation of the idea. Adapting their
proposal into our own framework, where (145)’s intension is (145-a), we will assume
that the sentence has the members of Alt1 as alternatives.

(145) *Mary has been sick in three days.

a. λw.∃e[mbsw(e) ∧ τw(e) �i o(pts(3,d, s))]
b. Alt1 := {λw.∃e[mbsw(e) ∧ τw(e) �i t] | t �i o(pts(3,d, s))}

Whereas (145-a) consists of worlds where anmbs-event is included in o(pts(3,d, s)),
its alternatives all consist of worlds where such an event is included in a time included
in this PTS. We can already mention that there is something artificial about the way in
which these alternatives are defined. Alternatives of a given sentence are most com-
monly derived from substitutions of scalar material (Horn, 1972; Gazdar, 1979). For
example, an alternative for Mary ordered soup or salad will be Mary ordered soup
and salad, where a conjunction is substituted for the disjunction. There is no clear
material that we can substitute in (145)’s LF that will produce all and only the alter-
natives in (145-b). Moreover, even if what we assumed were alternatives defined by
restricting the perfect’s domain of quantification (cf. subdomain alternatives in Krifka,
1995, Chierchia, 2006; 2013), it still won’t be possible to generate these alternatives.
Indeed, further restriction of the perfect’s domain of quantification can only return
propositions where an mbs-event is included in an interval that is right-bounded by
s. Of course, since neither Chierchia nor Iatridou and Zeijlstra provide a derivation of
the sentence’s meaning, my comments can only be based on the compositional steps

32 This is also true of the more sophisticated licensing condition for strong NPIs in Gajewski (2011). There,
a strong NPI is licensed only if it remains in a downward-entailing environment after certain implicatures
have been derived.

123



The distribution of temporal in-adverbials

that I am assuming. It may well be that a different account of its composition will
provide a natural path for defining these alternatives.

If we ignore the difficulties in defining the sentence’s alternatives, we can see how
they can be used to derive the sentence’s unacceptability. The core idea is that we draw
from it the implicature that everymember of (145-b) that strictly entails (145-a) is false.
Put differently, we derive the implicature that (145-a) is the maximally informative
true member of (145-b).

(146) max�(u, λpλw.p ∈ Alt1 ∧ p(w)) = λw.∃e[mbsw(e) ∧ τw(e) �i
o(pts(3,d, s))]

Since every member of (145-b) entails (145-a), it can only be the maximally informa-
tive true member of Alt1 if it is the set’s only true member. However, if o(pts(3,d, s))
includes an mbs-event, then so must a time properly included in o(pts(3,d, s)). The
unacceptability of the sentence thus follows from the fact that it generates a patho-
logical implicature.33 Turning to the sentence’s negative counterpart in (147), we now
have the proposition in (147-a) and the alternatives in (147-b).

(147) Mary hasn’t been sick in three days.

a. λw.¬∃e[mbsw(e) ∧ τw(e) �i o(pts(3,d, s))]
b. Alt2 := {λw.¬∃e[mbsw(e) ∧ τw(e) �i t] | t �i o(pts(3,d, s))}

Here too, it is assumed that we derive the implicature that (147-a) is maximally infor-
mative among its alternatives. But things are different here, as every member of the set
is now entailed by (147-a). In any world where (147-a) is true, it is also the maximally
informative true element of Alt2.

(148) max�(u, λpλw.p ∈ Alt2 ∧ p(w)) = λw.¬∃e[mbsw(e) ∧ τw(e) �i
o(pts(3,d, s))]

Proposals like those in Chierchia and Iatridou and Zeijlstra are obviously quite close
to my own. However, because they were designed to account only for the polarity
sensitivity of G-TIAs, they don’t offer much insight into the distribution of E-TIAs.
Indeed, the sets of alternatives we end up with are defined in terms of a PTS and
the times that are part of it, which does not offer a natural way of thinking about
the distribution of TIAs in sentences that lack the perfect. On account of this, this
family of approaches misses the important insight that unifies the constraints on the
acceptability of E- and G-TIAs: a TIA must be capable of providing a maximally
informative measure.

33 This follows from the fact that the PTS is open and the event runtime closed. Under Iatridou and Zeijlstra
(2021), who do not assume that PTSs are open, this is because the property ofmbs-events has the subinterval
property. However, they incorrectly predict G-TIAs to be fine in positive sentences with telic VPs. Indeed, a
closed PTS can be coextensive with anmwp-event, in which case it includes it while none of its subintervals
do. This result can be escaped if the inclusion relationship established by the perfective aspect is one of
proper inclusion. A proper inclusion relation is, in fact, what Chierchia (2013) explicitly assumes.
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7 Concluding remarks

It is hard to believe how much one can find to say about TIAs in English. What is even
more remarkable is how much more there is left to say. We began our discussion with
a simple observation: we can distinguish E-TIAs from G-TIAs both in terms of what
they contribute to the meaning of a sentence and in terms of what restrictions there
are on their distributions. I went on to argue that these distinctions are illusory: there
is only one meaning for and one distributional constraint on TIAs. What distinguishes
the two varieties is simply their syntactic positions and the semantic interactions that
arise from them.

In my discussion of TIAs, I have attempted to provide insights both on polarity
sensitivity and on the semantics of the perfect. Qua expressions that are NPIs in only
some linguistic environments, TIAs turn out to be a particularly powerful argument in
favor of placing the mechanisms at the root of polarity sensitivity squarely within the
semantics. Indeed, whether or not they are NPIs can be determined solely from the
meanings they give rise to. In what concerns the perfect, it is thanks to the remarkable
distribution of TIAs that we were able to highlight curious facts about it. Ultimately,
this made it possible to argue that the English perfect is a quantifier restricted to open
intervals.

There are obvious next steps to take in expanding our study of TIAs. One of them
is an investigation into the broader distribution of G-TIAs. As I mentioned earlier, it
is well known that these are so-called strong NPIs, a fact that I have failed to properly
address. Another obvious next step is trying to understand where TIAs like in the last
three days and in days fit into the account. Finally, I would be very curious to learn
more on the cross-linguistic picture surrounding TIAs. Given how rich cross-linguistic
variation tends to be for polarity sensitive items, one can’t help but wonder how the
counterparts of TIAs behave across the world’s languages. While I make no promises
to conduct these investigations myself, it is my great hope that the present work can
serve as a foundation upon which such research might rest.

Appendix

In this short appendix to Sect. 2, I quickly go over why it is always possible to describe
a sumof overlapping individuals in terms of non-overlapping ones. Thiswill also allow
me to clarify my assumptions regarding the part structures on the domains of events
and times. Let’s first cover the definitions below, which are given for some arbitrary
domain of individuals D:

(D. 1) x � y :↔ x ⊕ y = y (Part-Whole Relation)
(D. 2) x � y :↔ x � y ∧ x 	= y (Proper Part-Whole Relation)
(D. 3) x ⊗ y :↔ ∃z[z � x ∧ z � y] (Overlap)
(D. 4)

⊕
X = x :↔ ∀y[y ∈ X → y � x]∧∀z1[∀z2[z2∈ X → z2� z1]→ x � z1] (Join)

We already discussed (D. 1-3) in Sect. 2. What (D. 4) adds is a generalized definition
of sum: for a given set of individuals X ,

⊕
X returns X ’s least upper bound relative to

�. Let’s also add to our definitions that of A, which consists of the atomic individuals
in D. A may or may not be empty.
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(D. 5) A := {x ∈ D | ¬∃y y � x} (Atoms)

The axioms in (A. 1-5) define a part relation in accordance with classical extensional
mereology (Simons, 1987, i.a.).

(A. 1) ∀x x � x (Reflexivity)
(A. 2) ∀x, y, z[x � y � z → x � z] (Transitivity)
(A. 3) ∀x, y[x � y ∧ y � x → x = y] (Antisymmetry)
(A. 4) ∀x, y[x � y →∃!z[¬x⊗z∧x⊕z = y]] (Remainder Principle)
(A. 5) ∀X ⊆ D : [X 	= ∅ → ∃x[⊕ X = x]] (Completeness)

Axioms (A. 1-3) together define a partial order. Krifka’s (1998) remainder principle
in (A. 4) serves two purposes. On the one hand, it rules out structures with a bottom
element (i.e., an individual that is part of every individual). More generally, it ensures
that any individual with a proper part x is the summation of x and some complement
part y. Completeness (A. 5) ensures that all non-empty sets of individuals sum up to
a unique individual. As I have it defined, this holds for both finite and infinite sets.

I am happy to assume that only (A. 1-5) define the part structure on the domain
of events Dv. However, I want to assume that the domain of times Di satisfies one
additional axiom, viz. atomicity (A. 6), which ensures that all times are decomposable
into a (possibly infinite) set of moments.

(A. 6) ∀x∃y ∈ A : y � x (Atomicity)

Now suppose that we have overlapping times t1 and t2. We can show that t1 ⊕ t2 can
be written without reference to overlapping times. Suppose that t1 � t2; t1 ⊕ t2 can
simply be rewritten as t2. The same reasoning applies if t2 � t1. Now suppose that
t1 	� t2 and t2 	� t1. It follows that there is some t3 which is a proper part of both t1

and t2. By (A. 4), this means that t3 and some t4 with which it does not overlap are
such that t1 ⊕ t2 = t3 ⊕ t4. We can, thus, always rewrite the sum of overlapping parts
in terms of non-overlapping ones.
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